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Experimental Research of High-Pressure Air 
Injection in Bazhenov Shale 

Tatiana Bondarenko1 
 
Abstract - Bazhenov oil shale contains high potential oil resources that can be unlocked through finding a 
suitable and efficient recovery technique. The aim of this study is to understand the kerogen thermal 
decomposition and oxidation mechanisms; to obtain the data needed for further numerical simulation; and 
to evaluate a high-pressure air injection (HPAI) potential to generate oil and gas from kerogen. This work 
includes laboratory investigation of kerogen oxidation process via thermal microscopy, high-pressure 
ramped temperature oxidation (HPRTO) experiment and combustion tube (CT) test. Thermal microscopy 
experiments showed that kerogen conversion into hydrocarbons during pyrolysis and oxidation led to the 
increase in sample porosity. In addition, intensive cracking was noticed at 450°C during the oxidation 
process, while cracking occurred through the formed voids. Temperature profiles, obtained in HPRTO 
experiment, identified the initial onset temperature of the kerogen oxidation (140°C) and maximum 
temperatures that the oxidation front. As a result of the CT test, the maximum temperature achieved was 
463°C, while oil ignited readily at 200°C. The permeability of some samples reached 5.77 mD and the 
porosity increased up to 32%. CT test results indicated a high potential of HPAI recovery method for 
Bazhenov Formation. 
 
Index Terms - high-pressure air injection, kerogen, Bazhenov Formation, thermal microscopy, high-
pressure ramped temperature oxidation 

I.  INTRODUCTION 

As world supplies of conventional crude oil continue to dwindle, interest in unconventional oil is growing. Oil 
shale contains a vast amount of immature organic matter, called kerogen, which is solid and not soluble in 
organic solvents. If we heat the rock, we can accelerate the natural maturation process to generate oil and gas. 
Oil shale contains high potential oil resources that can be unlocked through finding a suitable and efficient 
recovery technique. However, for Bazhenov Formation (BF), the major shale resource in Russia, the potential 
enhanced oil recovery (EOR) methods are not thoroughly investigated. Bazhenov Shale is Upper Jurassic – 
Lower Cretaceous clay-siliceous shales with carbonate admixture in the West Siberian Basin [1]. The thickness 
of the formation varies from 5÷10 to 20÷40 meters. Total organic carbon (TOC) of core samples varies from 2 to 
18 wt.%, and consists primarily of amorphous kerogen. BF rock is characterized by very low porosity and 
permeability [2]. Therefore, the study of enhanced recovery methods for BF is important for the development of 
unconventional reserves. 

Thermal EOR methods involving heating the rock to generate hydrocarbons from kerogen must be considered. 
One of the effective techniques might be high-pressure air injection (HPAI), which involves the oxidation front 
initiation that does not only move the oil by combustion gases, heated fluids and steam, but also causes the 
increase of reservoir pressure and temperature. It has been proved that the development of chemical reactions 
model and its kinetics is crucial for the success of air-injection-based processes [3], [4]. The classical heavy oil 
kinetic models consist of pyrolysis, oxygen addition reactions and bond scission reactions [5]. In case of oil 
shale, kerogen adds complexity to a chemical reaction model. Assessing the suitability of air-injection-based 
EOR is not a straightforward procedure in general, while assessing this method for such a complex system as 
oil shales is even more complicated. In order to make this process effective in Bazhenov oil shales, it is 
essential to understand the mechanism of kerogen conversion process. Kerogen is a cross-linked, high 
molecular weight solid substance with a complex structure. Moreover, the accurate chemical structure of 
kerogen is unknown. As a result, it has complicated behavior while heating. Therefore, a unique experimental 

                                                           
T. M. Bondarenko is with the Center for Hydrocarbon Recovery, Skolkovo Institute of Science and Technology, Skolkovo Innovation Center, 
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research is required for the better understanding of kerogen thermal decomposition and oxidation 
mechanisms; obtaining the data needed for further numerical simulation; and evaluating an HPAI potential to 
generate oil and gas from kerogen.  

Working on the experimental plan preparation, we design experiments that can help us answer the following 
questions: 
• How much oil can we generate from kerogen in-situ?  
• How do the reservoir properties change after implementing the technology?  
• What unpredicted difficulties will we face during the pilot project?  
• How can we develop and modify the chemical reactions and kinetics model in numerical simulation?  

This work includes laboratory investigation of kerogen oxidation process via thermal microscopy, high-pressure 
ramped temperature oxidation experiment and combustion tube test.  

II.  KEROGEN THERMAL DECOMPOSITION AND OXIDATION MECHANISMS 

Thermomicroscopy tests were conducted to study kerogen conversion, namely thermomicroscopy in an 
atmosphere of the air to study oxidation mechanism, and thermomicroscopy in an atmosphere of inert gas to 
study pyrolysis mechanism [6]. Carl Zeiss Axio Scope A1 microscope and a heating stage Linkam TS1500 were 
used to monitor changes in the morphology and the macrostructure of the BF sample while heating up to 
720°C. The heating rate was 10°C/min and flow rate of the helium and air was 100 ml/min. In order to 
investigate conversion of kerogen visually during oxidation and pyrolysis, two thin rock sections of 5×5×1 mm 
were prepared. Video and photo reports, which showed the dynamics of changes in the void space, were 
obtained. Conversion of kerogen and rock mineral components during heating of the thin section of rock up to 
720°C with helium and air purge was monitored. 

Thermal microscopy: pyrolysis  A.  
Helium purge simulated pyrolysis process. Fig. 1 and 2 present images of a thin section before and after 
heating up to 720°C with helium purge. It can be noticed that dark black areas disappeared while heating. It 
probably can be explained by bitumen decomposition. Sizes of voids formed were determined in photos. 

 

 

Fig. 1.  Before heating. Microscope resolution is 20µm [6]. 

 

Fig. 2.  After heating up to 720°С with helium purge. Microscope resolution is 50µm [6]. 
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Thermal microscopy: oxidation B.  
Air purge simulated oxidation processes. The high temperature reactions resulted in the decomposition of 
minerals in the samples (Fig. 3 and 4). The transformation of dark gray siliceous minerals into white burned 
minerals was detected at 540°С. Formation of magnetic minerals occurred due to the pyrite oxidation. Red 
minerals in Fig. 4 look like iron oxides.  

 

Fig. 3.  Before heating up to 720°С with synthetic air purge. Microscope resolution is 20µm [6]. 

 

Fig. 4.  After heating up to 720°С with synthetic air purge. Microscope resolution is 20µm [6]. 

Conversion of kerogen into hydrocarbons during oxidation caused the formation of pores, as can be seen in the 
images (Fig. 5). Organic matter solid monitored was 23.43 µm in diameter. During the oxidation of shale 
sample, intensive fracturing occurred at 450°C, as can be seen in Fig. 5. It should be pointed out that cracking 
occurred through voids (red circles in Fig. 5), formed due to organic matter oxidation process.  

 

 

Fig. 5.  Cracking of thin section during heating in the air [6]. 
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III.  HIGH-PRESSURE RAMPED TEMPERATURE OXIDATION TEST 

This test was conducted using the unique experimental equipment – HPRTO system [4]. It is the thin-walled 
type reactor with a pressure jacket. Pressure is carefully balanced between the inside and outside (the annular 
space between the pressure jacket and tube wall), while reactor pressure is maintained by means of a gas 
pressure controller at the outlet of the tube. Gas is injected top-down. Evolved gasses from the reactor are 
identified in gas chromatographs, while liquid samples are collected for further compositional analysis. 

The aim of this test was to evaluate the potential of HPAI method in generating hydrocarbon gases and oil from 
kerogen using special experimental equipment [7]. The non-extracted crushed core was packed into a one-inch 
flow reactor, which was subjected to uniform heating at a rate of 40°C/h up to 500°C under reservoir pressure 
(28 MPa). During the tests, evolved gasses were constantly identified, and liquid samples were collected into 
four traps for further analysis. Temperatures of seven zones were measured by means of thermocouples, 
inserted into the reactor. Each zone was 57 mm in length.  

As a result of this test, temperature profiles, gas compositions, volume and composition of generated/displaced 
fluids were obtained. Results of core post-analysis revealed that no kerogen remained in the core. Temperature 
profiles (Fig. 6) identified the start of kerogen oxidation (140°C) and maximum temperatures that can be 
reached during the exothermic processes of HPAI.  

Initial reactions were reactions of low-temperature oxidation (LTO). This conclusion can be drawn from the 
increase of the nitrogen content in gas produced; oxygen was consumed without forming a sufficient amount of 
carbon oxides (Fig. 6). Most of the oxygen uptake occurred after the exothermic reaction in the second zone. It 
can be noted that kerogen and its thermal decomposition products burn more slowly than oil does. It is evident 
from the shape of the oxygen consumption curve and the exothermic peaks, appeared after 500°C. This may be 
due to the fact that the kerogen thermal decomposition occurs up to 650°C, so we steadily have new oxidative 
pyrolysis products that consume oxygen in the air. The high content of methane confirms the data obtained in 
[8], where constant heating was performed in closed reactors at different temperatures. According to the 
results of those tests, it was noted that after 480°C the main products were only coke and methane.  

 

 

Fig. 6.  Temperatures profiles and gas compositions (CO, CO2, N2, O2). Gas chromatograph’s delay time of 1.47 hours has been applied [7]. 

Based on the analysis of the masses of the fluid, generated as a result of oxidation reactions and reactions of 
thermal decomposition of kerogen, 25.1 g of water-oil emulsion (where around 80 wt.% was water) and 0.99 g of 
hydrocarbon gases were generated from the 92 cm3 of rock (14.79 g of hydrocarbons).  

Future work should include numerical simulation of experimental tests to adjust chemical reactions and 
kinetics. The implementation of the experimental work has made it possible to substantially reduce the 
uncertainties revealed in oil shale oxidation and pyrolysis behavior. 
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IV.  COMBUSTION TUBE TEST 

A laboratory experiment in CT was carried out to evaluate the potential of the HPAI and to determine 
combustion parameters in the Bazhenov source rocks [9]. Core pack consisted of rock samples of various 
shapes from several oil fields. It was saturated with dead oil from the selected wells in BF (Fig. 7). The ignition 
zone of CT was preheated to 200°C. After that oil ignited readily. During the process, evolved gases were 
monitored to assess the oxidation reactions intensity and obtain a gas composition. Produced oil samples were 
collected and analyzed. Pyrolysis analysis of the crushed core was conducted prior to and after the thermal and 
chemical exposure. As a result, several exothermic peaks in each section of the CT were noticed, which may 
correspond to the oxidation of the initial oil, synthetic oil, and kerogen. Due to the combustion front 
propagation, the total residual oil saturation was around 2%. Minimal residual oil saturation was observed in 
zones behind the combustion front, maximum residual oil saturation was observed ahead of the combustion 
front. It should be noted that kerogen conversion was detected in zones ahead of the front. The maximum 
temperature that was reached was 463°C. CT results suggested high potential of HPAI for the development of 
BF. 

 

Fig. 7.  Schematics of combustion tube packing. 

In order to analyze changes in properties of rocks under the thermal and chemical exposure in CT test, a 
number of supplementary studies of rock samples were performed [10]. A series of experiments included: 
measurements of permeability and porosity of the cylindrical core samples to evaluate changes in reservoir 
properties due to the processes occurred in CT; a study of cylindrical samples in nuclear magnetic resonance 
(NMR) relaxometer to obtain two saturation profiles along the samples before and after the experiment in the 
CT; measurements of thermal conductivity for assessing their changes as a result of the oxidation front 
propagation through the cylindrical samples. 

Rock properties, such as porosity and permeability, were significantly enhanced by the oxidation front 
propagation, while the permeability increased up to 5.77 mD, and some samples porosity reached 32%. The 
results of the thermal properties measurements showed hydrocarbons oxidation and displacement. The 
thermal conductivity of samples decreased due to the fact that air with its low thermal conductivity filled the 
cracks formed. Due to the intensive cracking of the samples, the anisotropy of samples thermal conductivity 
increased. By studying the saturation profiles one can evaluate the progress of the oxidation front propagation 
in the samples. The decrease of NMR porosity indicated the kerogen conversion. 
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V.  CONCLUSIONS 

1. Thermal microscopy experiments showed that kerogen conversion into hydrocarbons during pyrolysis and 
oxidation led to the increase in sample porosity. In addition, intensive cracking was noticed at 450°C during 
the oxidation process, while cracking occurred through the formed voids. 

2. Temperature profiles, obtained in HPRTO experiment, identified the initial onset temperature of the 
kerogen oxidation (140°C) and maximum temperatures at the oxidation front. 

3. The maximum temperature that was reached in CT test was 463°C, while oil ignited readily at 200°C. 

4. The permeability of some samples reached 5.77 mD and the porosity increased up to 32%. 

5. CT test results indicated a high potential of HPAI recovery method for BF. 
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The First Step to Solving Geomechanical 
Problems with Digital Rock Technology: 

Experimental Part 
Victor A. Nachev*, Andrey V. Kazak * 

Abstract - This article describes an approach to building a digital model of rock for the development of 
unconventional oil and gas reservoirs. The approach is based on digital rock technology. We solve the 
problem of fracture propagation in rock samples at nano- and microscale and utilize a set of experimental 
results to determine the mineralogical and chemical composition of investigated samples, its structure and 
mechanical properties. The technology takes into account natural uncertainties arising during experimental 
investigations of rock samples. As a result, experimental data for the construction of structural, mineral 
and mechanical digital models of target rock samples are obtained and processed. Recommendations for 
further research in this direction are provided in the conclusions. 
 
Index Terms - digital rock, scanning electron microscopy, mechanical rock testing, multiscale, tomography, 
uncertainty analysis, unconventional reservoirs 

I.  NOMENCLATURE 

AFM     Atomic Force Microscopy 

BTS     Brazilian Tensile Strength test 

BSE     Back-Scattered Electron 

CT     Computed Tomography 

DEM    Discrete Element Modeling 

DIC     Digital Image Correlation 

DRP     Digital Rock Physics 

DTS     Direct Tensile Strength test 

EDS     Energy Dispersive Spectrometry 

FEM     Finite Element Model 

FFT     Fast-Fourier Transform 

FIB-SEM   Focus Ion Beam – Scanning Electron Microscopy 

QEMSCAN  Quantitative Evaluation of Minerals by SCANning Electron Microscopy 

RP     Reservoir Properties 

XRD     X-ray Diffraction 

II.  INTRODUCTION 

Production of gaseous and liquid hydrocarbons from unconventional reservoirs is an important part of modern 
oil and gas industry. Engineers deal with various reservoir properties (RP) of such reservoirs that are 
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determined by pore structure of rocks. In unconventional reservoirs pores and fractures in rocks exist on 
scales from centimeters to nanometers. Very small pores lead to the extremely low permeability of reservoirs. 
It means that due to relatively small fluid drainage zone inflow of hydrocarbons to the well will be low. To 
increase the efficiency of inflow, the drainage zone should be extended. This requires the application of near-
wellbore stimulation, such as hydraulic fracturing. 

Laboratory experiments of hydraulic fracturing operation on rock scale allow predicting parameters of 
hydraulic fracture propagation to some extent on the reservoir scale.  

Traditional methods of rock exploration do not allow a complete evaluation of fracture distribution anisotropy, 
i.e., real capacity of the void space and microstructural features at different scales. For qualitative and 
quantitative estimation of RP, microstructures and compositions of rock samples, novel methods are required 
which will take into account high degree of heterogeneity of samples and provide high accuracy and reliability of 
results. One of the methods that takes into account microscale can be digital rock technology based on the 
mathematical processing of rock tomography at the microscale (micro-CT). 

The technology of digital rock with laboratory experiments allows effective separation of rock lithological 
(lithotypes) and flow units in a studied rock sample, determining the structure of pore space and measuring its 
properties with calculation methods based on the density-functional method applied to multiphase 
hydrodynamics [1], [2]. Digital rock is converted in an unstructured mesh; general properties of the identified 
materials are laid in nodes of the mesh, and the solution is carried out in a geometry similar to the real 
structure of rocks [1]. Another effective method is upscaling of mechanical and physical properties of digital 
rock technology that allows propagating physical processes of sample scale model to reservoir scale model. 

Digital rock physics has been actively studied during the last years. For simulating complex mechanical 
behavior such as rock failure, the discrete particle modeling approach is used  [3]. Curves were simulated for 
axial stresses vs volumetric strains and for axial P- and S-wave velocities vs axial strain for three different 
sandstones: Castlegate, Obernkirchener and Saltwash South. Then these curves were obtained from laboratory 
experiments and compared with the simulated curves. Triaxial tests were with confining pressures 2, 7 and 15 
MPa. As a result, the agreement of simulated and experimental data was rather good for strength parameters 
and for elastic stiffness and the discrete element modeling (DEM) approach appeared simpler and rather 
realistic. 

Inverse digital rock physics (DRP) modeling approach was used for prediction reservoir parameters of digital 
cores [4]. This approach was based on an improved Lagrange interpolation algorithm to fit the calculation 
equation of elastic parameters of digital cores. As a result, the direct relations between reservoir and elastic 
parameters were applied. 

When dealing with a digital rock, it is necessary to take into account the current reservoir simulation software 
and their capabilities. Comparative analysis of different algorithms and boundary conditions for DRP modeling 
was done [5]. The results for elasticity and electrical conductivity of S2, Berea, Fontainibleau sandstones, 
Finney pack and C1 and C2 carbonate were compared for Simpleware Physics Modules, Comsol Multiphysics 
and NIST codes. As a result, between Simpleware and Comsol there is a good agreement with a difference 
about 1% for effective elastic properties and 5% for conductivity. Simpleware is better for processing a large 
number of digital samples, Comsol is preferred for research purposes. 

DRP technology is used to improve calibration of empirical and theoretical rock physics models if direct 
measurements of rock samples are absent. In particular, the influence of stress and strain loading conditions 
on elastic properties of digital rocks was investigated [6]. The five digital rocks with their computed tomography 
(CT), X-ray diffraction (XRD) analyses and thin sections from the Berea, Fontainibleau and Castlegate formation 
were studied. To compute effective elastic moduli, three numerical approaches were used: the dynamic pulse 
propagation method, the static finite elements method and the static fast-Fourier transform (FFT) method. As a 
result, laboratory experimental rock stiffnesses are consistently softer that what computed numerically, and 
strain loading conditions lead to stiffer results than using the stress boundary conditions for FFT method. Also, 
the elastic properties of carbonate rock samples were estimated using three-dimensional (3D) CT images 
based on Finite Element Method (FEM) and DEM in [7]. As a result, simulated data of bulk and shear modulus 
based on FEM were more similar to lab measurements than based on DEM. 
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DRP is used to compute petrophysical parameters (porosity, elastic modulus, etc.) from 3D multi-scale CT 
images and Back-scattered Electron (BSE) images [8]. Carbonate rock sample was studied in that work. Micro-
CT images (39.48 μm/vx and 1.0357 μm/vx) are used as a large-scale porosity map, Nano-CT (65 nm/vx) – to 
compute petrophysical properties. As a result, after comparison estimated parameters from CT images and 
laboratory measurements the relative errors of a bulk modulus were ~77%, of a shear modulus were ~88%. The 
P- and S-wave velocities in carbonate rock samples were simulated based on CT images with 40, 4, 2, 1 and 0.5 
μm/vx in [9]. As a result, after laboratory measurements, the relative errors with simulated results were 23.78% 
and 56.8% for P- and S-wave velocity respectively for the first carbonate sample and 54.39% and 62.43% – for 
the second. Also, P- and S-wave velocities in Berea sandstone were studied in [10]. As a result, the relative 
error of the calculated to measured data is about 4% for both velocities. 

This article presents methods for studying fracture propagation at micro- and nano-scale using DRP 
technology. 

III.  METHODS 

The general workflow for the understanding of pore-scale reservoir model and its behavior for the optimal 
technology development of hydrocarbon reservoirs consists of three parts. The first part is building a broad 
self-consistent dataset containing petrophysical, geomechanical, rock structural and digital imaging data. It 
includes laboratory tests, microstructural study and data analysis. The second part is preparation and 
initialization of multiscale 2D and 3D digital rock models that is a transitional stage. It converts the multiscale 
model to FEM representation for building meshing. The third part is geomechanical numerical simulations of 
multiscale digital rock models on nano-, micro- and mesoscale separately that lead to the most probable 
realizations of fracture propagations in rock samples. A special focus has been set on accurate estimation of 
uncertainties [11]. 

The main methods utilized to construct multiscale digital rock models are presented below. 

Computed Tomography A.  
This method of X-ray tomography allows solving a huge number of geological problems, such as imaging of void space 
(cracks, cavities, pores), calculation of porosity, studying rock heterogeneity, allocation of various rock voids and 
inclusions, etc. Examples of using CT, sample preparations and CT equipment settings are presented in many 
contemporary publications, for example [1] and [12]. Typical resolutions for CT are from 0.5 to 50 μm/vx. 

FIB-SEM B.  
This method is used to determine coordinates of structural elements and it is used in addition to methods of 
CT. FIB-SEM investigations are carried out on a prepared surface of a rock sample. The roughness of the 
sample surface plays a primary role in generation of 2D and 3D maps with a spatial resolution of from units to 
100 nm/px. The example of using FIB-SEM technology is presented in [13]. 

QEMSCAN C.  
The method is based on SEM-scanning of coordinate points on the pre-defined grid on the sample surface. At 
each coordinate point the system determines the mineralogical composition based on the electron backscatter 
intensity. The chemical composition is determined by the secondary X-ray emission arising from the interaction 
of an electron beam with a mineral. Two-dimensional digital mineralogical and textural maps of rocks are 
obtained as a result of this method. Typical resolution for QEMSCAN is 1 mm. The mineralogy technology by 
FEI’s QEMSCAN system is presented in [14]. 

Energy-Dispersive Spectroscopy D.  
This method is used to study the microstructure of the void space and its mineral composition. 

A substantiated decision on a study of representative zones of a rock sample for FIB-SEM using QEMSCAN and 
EDS methods analysis was made in the article [15]. Typical resolutions for EDS are units of μm. 

Atomic Force Microscopy E.  
This method is used for measuring elastic moduli of organic matter of rock samples. The method allows 
building a quantitative nano-mechanical map of minerals on the surface of the rock sample [16]. Typical 
resolution for AFM is 1 μm. 
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Direct and Brasilian Tensile Strength Test, Pseudo-Triaxial Compressive Strength Tests F.  
These methods allow studying elastic and strength properties of rock samples. Standard methods are used to 
obtain elastic modules: ASTM D2936-08 [17] for DTS, ASTM D3967-05 [18] for indirect tensile strength test 
(BTS) and GOST 28985-91 [19] for pseudo-triaxial compression strength test. 

Digital Image Correlation G.  
This optical method is used for the measurement of deformations and displacement fields. The principle of 
DIC’s work is in splitting the sample image into sectors and further analysis of movement on surface in each 
elementary window. The maximum correlation corresponds to the movement of the surface and gives the 
length and direction of the vector for each elementary window. The DIC tool allows determining locations and 
amplitudes of maximum strains that is very important in material testing. Also, it is used in an investigation of 
fracture mechanics in materials. Typical resolutions for DIC are from nm to m. The example of using DIC 
technology is presented in [20]. 

IV.  RESULTS 

The first part of the general workflow is building a broad self-consistent dataset containing petrophysical, 
geomechanical, rock structural and digital imaging data. 

Fig. 1 presents results of the Brazilian tensile strength (BTS) test and the pseudo-triaxial compression strength 
test. Red color means the first fractures in samples and green is for the second fractures. Yellow color is for 
the biggest minerals with volume more than 0.005 cm³, blue highlights the biggest voids with volume more than 
0.001 cm³. 

 

 

Fig. 1.  CT of rock samples after tests with fractures: left – for BTS, right – for pseudo-triaxial compressive strength test [21]. 

Fig. 2 shows the density model (left) that presents the distribution of mineral phases and void elements in the 
studied rock sample. The distribution of all voids is presented in Fig. 2 (right) and is allocated by 3D image 
processing methods. 
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Fig. 2.  3D structure of voids after FIB-SEM investigations [21]. 

Fig. 3 presents mineral maps obtained by the automated mineralogy method QEMSCAN on the surface of the 
studied sample 

 

Fig. 3.  2D mineral map obtained with QEMSCAN [21]. 

Fig. 4 (left) presents the image of the surface of rock cut. Fig. 4 (right) shows the superposition of mineral 
composition maps on the image of the surface of rock cut. 

 

 

Fig. 4.  2D chemical map obtained with EDS [21]. 

Fig. 5 presents the loading and strain curves obtained in BTS test. Curves (solid lines) are drawn together with 
their total errors (pale background).  
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Fig. 5.  Obtained mechanical properties of investigated rocks with BTS [21]. 

Fig. 6 presents DIC results of displacement fields during BTS test. The initial state of the sample is on the left 
part, before fracturing state – in the central part, after fracturing state – on the right part. 

 

 

Fig. 6.  Displacement field obtained with DIC [21]. 

Fig. 7 presents mechanical properties of sample’s elastic moduli. On the left part of the figure red color is 
Young’s modulus, black color – axial deformation modulus, on the right part red color – Poisson’s ratio, black 
color – lateral deformation ratio. 

 

 

Fig. 7.  Mechanical properties obtained with pseudo-triaxial compression strength test. 
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Fig. 8 presents Mohr circle plot for studied sample obtained in the pseudo-triaxial compressive strength test. 

 

Fig. 8.  Mohr circle plot for investigated specimen [21]. 

V.  CONCLUSIONS AND FUTURE PLANS 

In conclusion, unconventional reservoirs require new approaches for development, which will take into account 
physical effects at nano- and micro-scales. The complex of experimental methods and investigations for filling 
numerical models was developed in this work. Geomechanical, petrophysical dataset and digital imaging data 
were collected and interpreted. 

Future plans include a combination of multiscale digital rock models such as structural, mineral and 
geomechanical models, building 3D rock model with FEM representation based on an unstructured mesh, 
numerical simulation of probable fracture propagation scenarios, taking into account uncertainties that appear 
during study and validation of obtained results on mechanical and DIC experiments. 

As a result, it will be possible to predict fracture propagation for tight and unconventional types of hydrocarbon 
reservoirs. This topic is very interesting for oil and gas companies. 

VI.  REFERENCES 
[1] S. Chugunov and A. Cheremisin, “Digital Rock Model of Bazhen Formation for Hydrodynamical and Geomechanical Study,” in 

Geomodel 2015-17th science and applied research conference on oil and gas geological exploration and development, 2015. 
[2] D. Koroteev et al., “Direct Hydrodynamic Simulation of Multiphase Flow in Porous Rock,” Petrophysics, vol. 55, no. 3, pp. 294–303, 

August 2014 2014. 
[3] R. M. Holt, L. Li, and I. Larsen, “Digital Rock Mechanics: A Discrete Way of Approaching Failure,” presented at the 51st U.S. Rock 

Mechanics/Geomechanics Symposium, San Francisco, California, USA, 2017/8/28/, 2017.  
[4]  Y. Zheng, X. Yin, and Z. Zong, “Estimation of reservoir properties with inverse digital rock-physics modeling approach,” presented at 

the 2017 SEG International Exposition and Annual Meeting, Houston, Texas, 2017/10/23/, 2017.  
[5] S. Aliyeva, A. Alabbad, J. P. Daza, and T. Mukerji, “Elasticity, Electrical Conductivity and Permeability in Digital Rocks: A Comparative 

Study Using Simpleware, NIST, Comsol Multiphysics and Lattice-Boltzmann Algorithms,” presented at the 51st U.S. Rock 
Mechanics/Geomechanics Symposium, San Francisco, California, USA, 2017/8/28/, 2017.  

[6] N. Saxena, E. H. Saenger, R. Hofmann, and A. Wiegmann, “Influence of stress and strain loading conditions on elastic and sonic 
properties of digital rocks,” presented at the 2017 SEG International Exposition and Annual Meeting, Houston, Texas, 2017/10/23/, 
2017.  

[7] M. S. Jouini and S. Vega, “Simulation of Carbonate Rocks Elastic Properties Using 3D X-Ray Computed Tomography Images Based On 
Discrete Element Method And Finite Element Method,” presented at the 46th U.S. Rock Mechanics/Geomechanics Symposium, 
Chicago, Illinois, 2012/1/1/, 2012.  

[8] H. Sun, S. Vega, G. Tao, H. Yong, and B. Li, “Estimation of Petrophysical Parameters of Heterogeneous Carbonate Rock Sample with 
Multi-Scale CT Images,” presented at the Abu Dhabi International Petroleum Exhibition & Conference, Abu Dhabi, UAE, 2016/11/7/, 
2016.  

[9] H. Sun et al., “Carbonate Rocks: A Case Study of Rock Properties Evaluation Using Multi-Scale Digital Images,” presented at the Abu 
Dhabi International Petroleum Exhibition & Conference, Abu Dhabi, UAE, 2017/11/13/, 2017.  



2017/2018

19

 

[10] N. Tisato and K. Spikes, “Computation of effective elastic properties from digital images without segmentation,” presented at the 2016 
SEG International Exposition and Annual Meeting, Dallas, Texas, 2016/1/1/, 2016.  

[11] V. Nachev, A. Kazak, and S. Chugunov, “Propagation of Measurement Errors to Uncertainties of Geomechanical Parameters,” to be 
published.  

[12] S. Chugunov and A. Kazak, “Building Digital Rock Models for Bazhen Formation with Respect to Uncertainties in Rock Pore-Space,” in 
Geomodel 2016-18th Science and Applied Research Conference on Oil and Gas Geological Exploration and Development, 2016. 

[13] V. Shabro, S. Kelly, C. Torres-Verdín, and K. Sepehrnoori, “Pore-Scale Modeling of Electrical Resistivity and Permeability in FIB-SEM 
Images of Hydrocarbon-Bearing Shale,” presented at the SPWLA 54th Annual Logging Symposium, New Orleans, Louisiana, 2013/1/1/, 
2013.  

[14] D. Katz et al., “Mineralogy Derived Brittleness from the Qemscan: Niobrara Case Study,” presented at the SPE Low Perm Symposium, 
Denver, Colorado, USA, 2016/5/5/, 2016.   

[15] A. Kazak et al., “Integration of Large-Area SEM Imaging and Automated Mineralogy-Petrography Data for Justified Decision on Nano-
Scale Pore-Space Characterization Sites, as a Part of Multiscale Digital Rock Modeling Workflow,” 2017/7/24/.  

[16] C. Li, M. Ostadhassan, and L. Kong, “Nanochemo-mechanical characterization of organic shale through AFM and EDS,” presented at 
the 2017 SEG International Exposition and Annual Meeting, Houston, Texas, 2017/10/23/, 2017.   

[17] ASTM D2936-08. Standard Test Method for Direct Tensile Strength of Intact Rock Core Specimens, 2008. 
[18] ASTM D3967-05. Standard Test Method for Splitting Tensile Strength of Intact Rock Core Specimens, 2005. 
[19] GOST, “GOST 28985-91. Rocks. Method of Determination of Deformation Characteristics under Uniaxial Compression,” ed. Moscow: 

Publishing House of Standarts IPK, 1991. 
[20] L. Zinsmeister, J. Dautriat, A. Dimanov, J. Raphanel, and M. Bornert, “Mechanical Evolution of an Altered Limestone Using 2D and 3D 

Digital Image Correlation (DIC),” presented at the 47th U.S. Rock Mechanics/Geomechanics Symposium, San Francisco, California, 
2013/1/1/, 2013.  

[21] V. Nachev, S. Chugunov, A. Kazak, and A. Myasnikov, “Development of an integrated model of rock fracturing at nano/microscale,” in 
Skoltech & MIT Conference "Shaping the Future: Big Data, Biomedicine and Frontier Technologies", Skolkovo Innovation Center, 
Moscow, 2017. 

[22] S. S. Chugunov, A. V. Kazak, and A. N. Cheremisin, “Integration of X-Ray Micro-Computed Tomography and Focused-Ion-Beam 
Scanning Electron Microscopy Data for Pore-Scale Characterization of Bazhenov Formation, Western Siberia,” Neftyanoe Khozyaystvo 
- Oil Industry, no. 10, pp. 44–49, 2015. 

 
 
 
 
  



Proceedings of the Skoltech Energy PhD Seminar 

20

 

Optimal Siting, Sizing and Technology 
Selection of Energy Storage Systems 

Timur Sayfutdinov2 

Abstract - Technology selection, sizing, and siting are the main aspects of the design procedure for Energy 
Storage Systems (ESSs) for application in power systems. In this paper, we extended instantaneous DC 
Optimal Power Flow (OPF) problem to formulate a stochastic optimization problem. The optimization 
problem is designed to find a trade-off between total generation cost of conventional generation units 
within a transmission network and investment cost for installing ESS. ESS ensures total demand delivery to 
the end customer and performs spatiotemporal energy arbitrage reducing total generation cost of 
generation units. A set of representative demand scenarios with the corresponding frequency of occurrence 
is used within the optimization problem to account for variability of demand profiles. The formulated 
stochastic optimization problem is convex which guarantees scalability of network size and a number of 
considered ES technologies, as well as computational tractability. The proposed methodology has been 
tested on IEEE three generators, nine-bus system for a combination of five ES technologies: lithium-ion; 
lead-acid; zinc-bromine; vanadium redox flow; sodium sulfur. 
 
Index Terms - energy storage, power system, stochastic optimization, technology selection 

I.  NOMENCLATURE 

Sets and Indices 

D Set of representative demand scenarios, indexed by d 

� Set of Energy Storage (ES) technologies, indexed by n 

� Set of transmission grid nodes, indexed by k 

BR Set of branches within the network, indexed by km, where km denotes a branch from node k 
to node m 

� Set of generation units, indexed by i 

� Set of time intervals, indexed by t 

Given parameters 

��
���(�) Generation cost function of the i-th generation unit 

�� The linear part of generation cost function 

��  Quadratic part of generation cost function 

���� ��� Investment costs of ES technology j for every MW and MWh of installed capacity 

��
���  Calendar lifetime of ES technology j 

��
���� ��

���
 Minimum and maximum power output of the i-th generation unit  

�������(�) Representative demand scenario d for node k 

                                                           
T. Sayfutdinov is with the Center for Energy Systems, Skolkovo Institute of Science and Technology, Skolkovo Innovation Center, Building 3, 
Moscow 143026, Russia (e-mail: timur.sayfutdinov@skolkovotech.ru).  
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�������(�) The power output of generation unit at node k 

�������(�) Total net real power injection at node k 

��� Susceptance of branch km 

���� Generation limit for real power flow on branch km 

�� Charge/discharge efficiency of ES technology j 

�� Time step 

������ ��
���

 Minimum and maximum of energy to power ratio of ES technology j 

����� ���� Maximum and minimum state of charge of ES technology j 

Estimated parameters 

�(�) The frequency of occurrence of d-th demand scenario 

Optimization problem variables 

�������(�) The scheduled power output of the i-th generation unit 

����(�) Voltage angle at node k 

���������(�) The positive part of the scheduled power output of ES technology j at node k 

���������(�) The negative part of the scheduled power output of ES technology j at node k 

�������� (�) The charge of ES technology j at node k 

����
��

 Rated power capacity of ES technology j at node k 

����
��

 The rated energy capacity of ES technology j at node k 

II.  INTRODUCTION 

Energy Storage Systems (ESSs) are currently being employed within distribution and transmission networks to 
provide a variety of network services such as control of voltage and frequency, power output smoothing of 
renewable energy sources, and peak shaving. The inclusion of ESS into the grid allows an increased utilization 
factor for the existing assets, and can often ensure reliable network operation with a lesser degree of network 
redundancy. However, the selection of Energy Storage (ES) technology, size, and site is critical for the increase 
of ESS profitability in different applications. 

The literature on ESS can be divided into three major categories: ESS scheduling and operation [1]-[7]; ESS 
sizing and/or siting [8]-[19]; ES technology selection [20]-[22]. To obtain the most value from ESS functioning, 
the design procedure (siting, sizing, and technology selection) has to be done with respect to effective 
scheduling and operation of ESS. Thus, considering optimal scheduling and operation of ESS along with optimal 
siting, sizing, and technology selection is vital for determining the most cost-effective combination of ESS 
design parameters. 

ESS Scheduling and Operation A.  
In [1]-[4] scheduling and operation of ESS is performed to maximize the profit that an owner of ESS can gain 
from the energy market. In [5], [6] ESS is used in conjunction with Renewable Energy Sources (RESs) to provide 
additional services such as smoothing power fluctuations of RES or keeping a spinning reserve. In Sachs et al. 
[7] ESS are used for power balancing in an islanded microgrid. Even though the considered papers on operation 
and scheduling of ESS have different objectives, they have similarities. Optimal scheduling and operation are 
done for a given ESS of predefined technology, size, and site. One of the main attributes of the proposed 
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methods is short computational time, as they all have to assure real-time response. 

ESS Siting and Sizing B.  
Usually, siting and sizing are done with respect to optimal scheduling of assets within a network. A number of 
methodologies for optimal siting and sizing exists in the literature: exhaustive whole enumeration approach [8], 
[9]; statistical analysis of power and energy scarcities [10]; heuristic algorithms [11]-[13]; convex optimization 
[14]; mixed-integer linear programming [15]-[18]; neural networks [19]. To account for the diversity of network 
scenarios and ensure computational tractability, the authors of [16]-[18] apply different clustering techniques to 
generate a set of representative scenarios based of historical data of demand. Siting and sizing of ESS relate to 
the design problem and does not require fast computation, as a real-time response is not expected. For that 
reason, the authors of siting and sizing papers consider more detailed and more computationally demanding 
models of ESS. 

ESS Technology Selection C.  
Most of the considered optimal operation, siting, and sizing papers are limited to a single ES technology, 
usually, Lithium-ion (Li-ion) or Vanadium Redox Flow Battery (VRFB) without any numerical justification for the 
selection of a particular technology. However, Munoz-Vaca et al. [23] have proven that Hybrid ESS (HESS) might 
be more beneficial than a single ES technology. There are a number of ES technologies that are successfully 
utilized in power systems, such as Zinc-Bromine flow batteries (ZnBr), Sodium Sulphur batteries (NaS), lead-
acid batteries, Supercapacitors (SCs), all of which are economically and technically competitive with the popular 
Li-ion and VRFB.  

The best practice of ESS application shows that each ES technology has its niche. Redox flow batteries are well 
suited for large-scale energy storage applications due to high power and energy capability, scalability and high 
cycle lifetime [8]. Lead-acid batteries offer a mature and well-researched technology at a low cost [24] but 
suffer from a low cycle lifetime. Relatively expensive Li-ion batteries compete with lead-acid technology in the 
areas where high power capability is required, but Li-ion technology guarantees longer lifetime and higher 
round-trip efficiency. NaS batteries are widely used in Germany, France, USA, UAE, and Japan for power quality 
and time shifting applications [25]. Electrochemical double-layer capacitors or SC are used for very fast and 
reliable applications such as power quality control and power smoothing of RESs [9] where one million charge-
discharge cycles can be achieved in less than ten years, but the cost of energy capacity is too high for energy 
demanding applications. However, a field of applications for combinations of ES technologies has not been 
studied yet. 

Technology selection for ESS has not been thoroughly investigated as operation and sizing. Pham and Mansson 
in [20] suggested a fuzzy logic approach to perform multi-criteria analysis of different ES technologies for 
various applications. But the main drawback of the approach is that the definition of the fuzzy logic rules is 
subjective and relies only on the experience of the designer. Miranda et al. [21] apply a whole enumeration and 
consequent simulation method for sizing and technology selection. All of the proposed methodologies are found 
to be inefficient. 

Optimal Power Flow D.  
Standard DC Optimal Power Flow (OPF) problem is a tool to optimally schedule all assets within a network and 
get minimum operational cost of a whole system [26]. Standard DC OPF problem is instantaneous, it is solved 
individually for every separate instance of time, as by default the problem does not contain any means to store 
and shift energy in time. It means that generation has to be equal to consumption at every instance of time. To 
include ES in the problem, a standard DC OPF has to be extended to a time-dependent problem, where the 
produced energy can be stored and shifted in time by means of ESS. It means that an optimization problem has 
to be formulated and solved for every time instance with respect to each other simultaneously. 

Contributions of the Paper E.  
The methodology presented in the paper is aimed to solve the optimal siting, sizing, and technology selection of 
ESS. The criterion for the optimality in this research is the minimum total operational cost of a power system. 
To ensure the most cost-effective combination of site, size, and technology of ESS, the design procedure is done 
with respect to optimal scheduling of all assets within a network, including conventional generation units and 
ES units. The proposed approach extends a standard DC OPF problem by incorporation of ESS models into it. 
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The methodology allows considering several ES technologies including their combinations to provide the 
optimal solution. The method is technology agnostic, which means that any ES technology can be considered 
within the optimization problem. Stochastic optimization problem ensures optimal results that take into 
account all representative scenarios of demand with a corresponding frequency of occurrence simultaneously. 
The method has been tested on a particular case-study network considering actual historical data of demand. 

III.  CASE STUDY 

This section presents a particular case-study transmission network, ES characteristics of considered 
technologies, and historical demand data used in the analysis. 

Transmission Network A.  
IEEE three generators, nine-bus transmission network has been used as the case-study network. The 
considered case-study network with corresponding power lines limits is shown in Fig. 1. It is assumed that ESS, 
comprising any ES technology combinations, can be potentially installed at every bus if it provides the minimum 
operational cost of the system. 

The considered transmission network contains three conventional generation units at the nodes one, two and 
three. The power output of generation units is limited by adjacent power line limits. Power consumers are 
located at the nodes five, seven and nine. 

Generation Units B.  
It is natural that a power system contains a number of generation assets with different production 
characteristics, such as generation cost function and power output limits. Usually, generation cost function is 
characterized by a quadratic function (1) 

�����(�) � �������(�) � ��������(�). (1)

 

Fig. 1.  Case study transmission network. 

The considered transmission network contains three generation units, indexed by the adjacent bus numbers. 
Table I provides values of a linear and quadratic part of generation cost function (1) for each generation unit. 
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Table I. Generation cost parameters 

  

1 5 0.11

2 1.2 0.085

3 1 0.1225

Energy Storage Characteristics C.  
The proposed methodology has been formulated to select the most cost-effective combination of site, size, and 
technology to minimize the overall operational cost of the whole system. The methodology is not ES type 
specific and any technology, for which data are available, could be included. The ES technologies and their 
characteristics used within the analysis are presented in Table II. The optimization problem is formulated with 
respect to round-trip efficiency, calendar lifetime, investment costs and energy to power ratio. Round-trip 
efficiency is the main characteristic of ESS that shows ratio of input energy to output energy. Calendar lifetime 
defines aging degradation period of a particular ES technology, even if ESS is idle. Investment costs for power 
and energy capacities define costs for every MW and MWh of installed capacity. Limited range of energy to 
power ratio (charge/discharge rate) defines scalability constraints of a particular ES technology. 

Table II. ES Technology parameters 

N Technology Round-trip 
efficiency, (%) 

Calendar 
Lifetime, (years) 

Energy Capacity 
Cost, ($/kWh) 

Power Capacity  
Cost, ($/kW) 

Energy to 
Power ratio 

1 Li-ion 95 15 490 325 0.1 - 6 

2 ZnBr 70 15 320 320 2 - 8 

3 VRFB 70 20 490 325 4 - 15 

4 NaS 75 15 285 285 6 - 7.2 

5 Lead-acid 85 10 260 320 0.25 - 6 

 

Demand Data D.  
Demand scenarios are considered as input data for an optimization problem. To account for variability and 
seasonal deviation of demand profiles, at least one year of historical data is required for the analysis. Power 
consumption data were taken from Customer-Led Network Revolution project [27]. A total of 365 days of 
historical demand data with a resolution of 10 minutes was used for this study. The data were averaged to one-
hour intervals to comply with the time step used in the optimization problem. The recursive clustering 
technique was applied to the historical data of 365 demand profiles to derive five representative scenarios and 
the corresponding frequency of occurrence [28]. 

IV.  METHODOLOGY 

This section contains the mathematical formulation of the stochastic optimization problem for siting, sizing and 
technology selection of ESS. The optimization problem extends instantaneous DC OPF problem [26] to the time-
dependent problem of optimal scheduling of assets, siting, sizing, and technology selection of ESS. 

The objective function is designed to find a trade-off between generation cost of generation units and per diem 
cost for ESSs to be installed 
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with respect to: 

��,����(�)� ���,�(�)� ���,�,����(�)� ��,�,����(�)� ��,�,��� (�)� ��,�
��� ��,�

��. 
To retain convexity of the optimization problem, the scheduled power output of ESS is divided into two parts – a 
positive and a negative one: 

��,�,����(�) + ��,�,����(�) = ��,�,��� (�). (3)

Here we define the positive value of power as consumption (charging) and a negative value as generation 
(discharging). Hence, the negative sign in the first term of the objective function (2) implies that generation cost 
of generation units is positive. The second term of the objective function defines per diem cost of the ESSs to be 
installed within the network. 

The constraints of the optimization problem are presented in (4)-(15). Real power production constraints for 
each generation unit are satisfied by inequality (4) 

����� � ��,����(�) � ��
���, � � � �, � � �, � � �. (4)

Real power balance at each node is satisfied by equality (5) 

����,�,����(�) + ��,�,����(�)�
�

���
+ ��,����(�) + ��,����(�) + 

+��,����(�) = 0, ��� � �, � � �, � � �, 

(5)

where power generation by a generation unit at node k is defined in (6) 

��,����(�) = ���,�
���(�)
0

, � = � 

otherwise 
(6)

Real power flow of every branch is limited by its thermal constraints (7) 

���� � ���,�(�) � ��,�(�)�� � ����, 
 

��� � �, � � �, �� � ��. 
(7)

Total net real power injection at node k is defined by equality 

��,����(�) =����� � ���,�(�) � ��,�(�)��
��

��
, 

��� � �, �� � �, �� � �. 

(8)
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Voltage angle at reference node 1 for every instance of time is set to 0 in (9) 

��,�(�) � �, ∀ � ∈ �, � ∈ �� (9)

Charge and discharge power of ESS are limited by inequalities (10) and (11) 

� ≤ ��,�,����(�) ≤ ��,�
��, ∀ � ∈ �, � ∈ �, � ∈ �, � ∈ �, (10) 

���,�
�� ≤ ��,�,����(�) ≤ �, ∀ � ∈ �, � ∈ �, � ∈ �, �

∈ �� (11) 

State of charge of ESS is limited by the corresponding energy rating in inequality (12) 

� ≤ ��,�,��� (�) ≤ ��,�
��, ∀ � ∈ �, � ∈ �, � ∈ �, � ∈ �, (12) 

where the state of charge of the ESS is defined by equality 

��,�,��� (� � 1) � ��,�,��� (�)
� ���,�,����(�) � ��,�,����(�)� �� � 

 

�(1 � ��) � ���,�,����(�) � ��,�,����(�)� ��, 
 

∀�� ∈ �, � ∈ �, � ∈ �, � ∈ �� 

(13) 

The net daily energy charge of ESS is set to zero by equality 

��,�,��� (1) � ��,�,��� (� � 1), ∀ � ∈ �, � ∈ �, � ∈ �� (14) 

Energy to power ratio of each ES technology is satisfied by inequality (15) 

����� ≤
��,�
��

��,�
�� ≤ ��

���, ∀ � ∈ �, � ∈ �� (15)

The proposed stochastic optimization problem is convex, meaning that global optimum can be found using an 
interior-point method or any other applicable method. 

V.  RESULTS AND DISCUSSION 

The methodology described in the previous section has been applied to the case-study provided in section III. 
Stochastic optimization problem has been formulated for IEEE three generators, nine-bus system, and five 
representative demand scenarios with a corresponding frequency of occurrence. The optimization problem 
contains 17,955 variables and 34,245 constraints. It has been solved using CVX modeling system. Table III 
presents the optimal solution of the optimization problem, and Fig. 2 represents the optimal site, size, and 
technology of ESS for the given case-study graphically. The solution of the optimization problem provides Zinc-
Bromine ESS of 6.4 MW and 12.8 MWh of installed power and energy capacities at bus seven as the best 
combination that ensures total load delivery and minimum operational cost of the power system. 
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Table III. The optimal solution of the optimization problem 

B
us

 #
 Tech-

nology 
Power 
Capacity, MWh

Energy 
Capacity, MWh 

Investment 
Cost, $ Savings ,$ 

7 ZnBr 6.4 12.8 6.1M 7.3M 

 

 

Fig. 2.  Optimal solution. 

The optimal location, size, and technology of ESS have been found with respect to the optimal scheduling of all 
assets within transmission network. Fig. 3 provides optimal scheduling of generation units for one of the 
representative scenarios. It can be noted from Fig. 3 that the cheapest generation unit produces the highest 
amount of power until it reaches its output limit. Then a moderately expensive generator increases its 
generation until it reaches its power output limit. The most expensive generation unit ramps up only after all 
the cheaper units are saturated. Two congested power lines break the transmission network into three price 
areas (Fig. 2) with different locational marginal prices for energy generation. 

Scheduling of ESS is also done in an optimal manner. Fig. 4 provides energy price profile and state of charge 
value of Zinc-Bromine ESS installed at bus seven during one of the representative scenarios. It can be noted 
from Fig. 4 that ESS charges during the valley price period and discharges at peak price period, which gives the 
highest revenue from spatiotemporal energy arbitrage. 

 

 

 

Fig. 3.  Optimal scheduling of generation units. 
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A) 

B)

Fig. 4.  A) Energy price of the congested network; B) State of charge of Zinc-Bromine ESS at bus 7. 

VI.  CONCLUSIONS 

This paper addresses optimal siting, sizing, and technology selection of ESS problem. The proposed 
methodology extends standard DC OPF problem to time-dependent problem that considers optimal scheduling 
of all assets within a network. The stochastic optimization problem takes into account a number of 
representative demand scenarios with a corresponding frequency of occurrence and finds a trade-off between 
generation cost of conventional generation units and investment cost for ESS. Thus, ESS is installed only if its 
installation is economically viable and/or required to satisfy all demand. 

The proposed methodology has been tested on IEEE three generators, nine-bus network. A historical data of 
demand has been clustered to 5 representative scenarios of demand with a corresponding frequency of 
occurrence. Five electrochemical ES technologies have been considered within the optimization problem. The 
optimal solution of siting, sizing, and technology selection problem has been found with respect to optimal 
scheduling of all assets within transmission network. 

The proposed optimization problem is convex and easily scalable to much bigger networks and a higher 
number of considered ES technologies. 
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Thermodynamics of Methane Hydrate  
D.V. Sergeeva*, V.A. Istomin* 

Abstract - The thermodynamic analysis of available experimental data on three-phase equilibria "methane 
– ice – methane hydrate" and "methane – liquid water – methane hydrate" is presented. It is found that 
there is practically no experimental data in the temperature range 260-270 K as well as large errors in the 
data near 273 K. A new thermodynamic method is proposed that makes it possible to reveal the 
thermodynamic inconsistency of the experimental data and thereby ensure their correct smoothing and 
interpolation. Smoothed data on three-phase equilibria of methane hydrate was obtained, which made it 
possible to calculate correctly the enthalpies of methane hydrate decomposition to ice and water and to 
estimate the hydrate number n at the quadrupole point. 
 
Index Terms - phase equilibrium, gas hydrate, hydrate numbers, methane 

I.  NOMENCLATURE 

 ice phase 

 hydrate phase 

 water phase 

 number of water molecules per one guest molecule 

 the ratio of the number of type  cavities (  = 1,  2) to the number of water molecules in the hydrate unit 
cell 

 degree of filling of the small and large cavities 

 mole fraction of gas in hydrated form 

 the guest molecule 

 the enthalpy of decomposition of one mole of hydrate per one mole of gas and n moles of  water at the 
quadrupole point (J/mol) 

 the enthalpy of decomposition of one mole of hydrate per one mole of gas and n moles of  ice at the 
quadrupole point (J/mol) 

 the change of the molar volume of the system during the decomposition of the hydrate into water and 
gas (cm3/mol) 

 the change of the molar volume of the system during the decomposition of the hydrate into water and 
gas (cm3/mol) 

 gas  pressure (MPa) 

 gas fugacity (MPa) 

 temperature (K) 

 temperature in the quadrupole point (K) 

 density of gas in the quadrupole point (g/cm3) 
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� a molar enthalpy difference between water and ice (J/mol) 

��� the difference between chemical potentials of water in an empty hydrate lattice and the liquid phase 
(J/mol) 

�� the chemical potential of jth component of hydrate formed in equilibrium with hydrate (J/mol) 

II.  INTRODUCTION 

Permafrost occupies about 25% of the world's land and 67% of the land of Russia, including Arctic shelf. Oil and 
gas reserves and resources in Russia are mainly situated in the permafrost area. The development of oil and 
gas fields in the Arctic is complicated by many factors. One of the factors is gas hydrates which were discovered 
more than 200 years ago. Gas hydrates are crystalline substances like ice or snow, which are formed from 
gases and water phases (liquid water, ice or water vapor).  

Some new Russian gas and gas-condensate fields with very low formation temperatures (282-290 K) are now 
ready for development. The thermodynamic conditions of such fields are very close to hydrate formation 
conditions. During field development, the technogenic hydrates may occur in the bottom-hole zones, lift pipes, 
in-field pipelines and field gas processing systems.  

Phase equilibrium data of gas hydrates and the knowledge of hydrate forming conditions are essential for 
testing existing thermodynamic models or designing new thermodynamic models for phase behavior of 
hydrocarbon systems. 

III.  METHODS 

Information about gas hydrates A.  
Gas hydrates are solid crystalline substances. They may be formed at appropriate thermobaric conditions from 
liquid water (or water solution), ice, water vapor and some low-molecular gases.  

The general formula of a gas hydrate is  

� � ����� (1)

where M means the guest molecule, n is the number of water molecules per one guest molecule. Number n is 
a variable and depends on the type of gas, pressure and temperature.  

In the structure of gas hydrates, water molecules form a framework (host lattice) in which cavities are present 
[1]. It is established that the carcass cavities are usually 12- (“small” cavities), 14-, 16- and 20-hedron (“large” 
cavities), slightly deformed with respect to the ideal shape. These cavities can be occupied by gas molecules 
(“guest molecules”). The gas molecules are connected with the water skeleton by van der Waals bonds. 
Cavities, combining among themselves, form continuous structures of various types. According to the accepted 
classification, they are called CS, TS, HS – respectively cubic, tetragonal and hexagonal structure. Hydrates of 
the types CS-I, CS-II are most often encountered, while the others are metastable. Each structure has two 
types of cavities, small and large. The unit cell of CS-I consists of 46 water molecules and they form 2 small 
cages (D) and 6 large ones (T). The unit cell of CS-II consists of 136 water molecules and they form 16 small 
cages (D) and 8 large ones (T).  

Crystallochemical constants �� are introduced for the convenience of describing the ratio of the number of 
cavities and water molecules in a unit cell. For the structure I we have �� = �

�� ; �� = �
�� ; and for structures II we 

obtain �� = �
�� ; �� = �

�� . So, for example, �� = �
�� characterizes the ratio of the number of small cavities to the 

number of water molecules in the unit cell of the hydrate structure I [2].  

The composition of the individual hydrate can be given in at least three ways: by the number �, assuming the 
hydrate formula (1); mole fraction � of gas in the clathrate phase, assuming the hydrate formula (� � �)��� � � �
� and the degrees of filling ��� �� of small and large cavities, respectively. The degree of filling, by definition, 
can vary from zero to one. Methods for specifying the composition are interrelated by means of simple 
algebraic relations 
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� = � � �
� ���� = ��

��� � ����
� ��� = ��

����� � ����
. (2)

 

The upper indices I and II refer to the type of hydrate structure. The formulas of the hydrates with structural 
stoichiometry corresponding to the full occupancy of the cavities by guest gas molecules are presented below 
in Table I.Gas hydrates are compounds of variable composition and the values �� ��� �� depend on temperature, 
pressure and other conditions for obtaining hydrates.  

Table I. The limiting hydrate formulas 

Character of 
filling 

Hydrate structure

I II
Filling only large 

cavities 
7.67 2     17 2     

Filling both cavities 5.75 2     5.67 2     

Filling small cavities 
with one gas, and large 

cavities with another 
gas 

3 23 2I II       2 17 2I II     

 

Hydrate three-phase equilibria for different gases are presented in Fig. 1 [3]. Here we have a three-phase gas-
ice-hydrate equilibrium at a temperature below 273 K and a three-phase gas-water-hydrate equilibrium at a 
temperature above 273 K. 

 

 

Fig. 1.  Gas-ice-hydrate equilibrium, gas-water-hydrate equilibrium [3]. 
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The formula for calculating the hydrate number is 

 

� = ��� � ���
�

=
�� ��������(�) ∙ ��� � �������(�) ∙ ����

�  

(3)

 

or 

� = ��
���

��������(�) ∙ ��� � �������(�) ∙ ����, (4)

 

where � – hydrate number, �� – temperature in the quadrupole point, �� – density of gas in the quadrupole 
point, � – a molar enthalpy difference between water and ice at 273.15 K.  

The calculation of the hydrate number is sensitive to the slope of the curves near 273.15 K. Good agreement is 
observed between some literature sources for pure methane [4]-[7], but in some sources [8]-[10] data do not 
correspond to values of the degrees of filling the cavities [2].  

The conventional model of the hydrated phase is the ideal clathrate model, developed in the mid-1950s in the 
works of Barrera and van der Waals. The hydrate formation process in this model is considered as the sorption 
of gas molecules in the cavity of the hydrates carcass, and in itself (i.e., the unfilled) the lattice is 
thermodynamically unstable (metastable). Gas molecules stabilize the hydrate carcass. The sorption process is 
described by the Langmuir isotherm (i.e., the interaction of the included molecules is not taken into account), 
introducing Langmuir constants �� and ��, respectively, for small and large cavities. Within this model, cavities 
are never fully filled. Next, the hydrate is considered as a solid solution. The concept of the chemical potential 
of water �� is introduced, with ���  – the chemical potential of the hypothetical empty hydrate lattice. 

 

�� = ���(�, ��) � ���� ��(� � ���)
� ���� ��(� � ���) 

�� = ��� � �� ∙ (� � ��) � �� ��(� � �) (5)

�� = ���(�, ��) � �� ∙ (� � ��), 
where ��, ��, �� are the chemical potential of the hypothetical of hydrate, water, ice, � – fugacity, ��, �� are the 
molar volumes of water, ice. 

Analysis of experimental data at the phase equilibrium of methane-water (ice) -hydrate B.  
Three-phase equilibria of gas-water-hydrate and gas-ice-hydrate are of practical interest. Methane is the main 
composition component of the natural gas. Therefore, in the first place, it is necessary to analyze the 
experimental data on methane hydrates. 

A large number of experimental investigations have been devoted to the study of methane hydrate formation in 
free volume. Experiments on phase equilibria are made in dynamic or static conditions. The main element of 
the static type installations is the cell (hydrate chamber or reactor-crystallizer) in which hydrate is formed (or 
decomposed). There is an exactly adjustable gas delivery system and its saturation with water vapor, as well as 
temperature and pressure monitoring equipment. The cell allows a visual approach (viewing window). To 
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accelerate the achievement of equilibrium, the following methods of mixing the contents of the cell are used: 
shaking the chamber, magnetic stirrer, ultrasound emitter; applying an external magnetic field, adding to the 
liquid phase of the crystallization nuclei.  

Experiments on the study of hydrate equilibrium on pure methane began in 1940 [8] on special hydrate 
equipment. Five equilibrium points were obtained in the temperature range 262.4÷270.9 K at a pressure range 
of 1.793÷2.392 MPa. Further study of the hydrate equilibrium on pure methane at temperatures negative in 
Celsius was done in [9], [11]-[14], and at positive temperatures in the works [8], [9], [15]-[24] as summarized in 
Table II and Table III.  

Table II. Literature Data on Methane-Ice-Hydrate Equilibrium 

Author(s) Range of 
T/K 

Range of 
P/MPa 

Number 
of 
points, 
N 

Chueh (1973) 241.5÷273.15 0.896÷2.62 4 

Deaton and Frost 
(1946) 262.4÷270.9 1.793÷2.392 5 

Falabella (1975) 148.8÷191.3 0.005÷0.09 5 

Makogon et al. (1994) 190.15÷262.4 0.082÷1.798 6 

Hachikubo et al. (2002) 268.4÷271.3 2.324÷2.527 2 

Table III. Literature Data on Methane-Water-Hydrate Equilibrium 

Author(s) Range of 
T/K 

Range of 
P/MPa 

Number 
of 
points, 
N 

Roberts et al. (1940) 273.2÷286.7 2.641÷10.804 4 

Deaton and Frost 
(1946) 

273.7÷285.9 2.765÷9.784 13 

Song et al. (1989) 274.75÷284.4 2.688÷8.099 6 

Adisasmito et al. (1991) 273.4÷286.4 2.68÷10.570 11 

Deng et al. (1993) 274.9÷284.85 3.0÷9.0 5 

Dickens et al. (1994) 276.1÷285.4 3.45÷9.58 7 

Hutz et al. (1996) 274.6÷285.35 3.021÷9.350 7 

Mei et al. (1996) 274.2÷285.2 2.96÷8.96 12 

Nixdorf et al. (1997) 273.49÷284.0 2.716÷7.925 15 

Smelik et al. (1997) 273÷284.5 2.482÷8.356 6 

Nakamura et al. (2003) 274.25÷284.8 2.92÷8.55 15 

Nesterov et al. (2005) 275.15÷300.1 3.17÷54.53 26 

 

The p-T data of the water-hydrate-gas and ice-hydrate-gas three-phase equilibrium in the systems containing 
pure methane are plotted in Fig. 2-3.  
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Fig. 2.  Literature data on methane-ice-hydrate equilibrium.  

 

 

Fig. 3.  Literature data on methane-water-hydrate equilibrium. 

 

It is necessary to smooth out the experimental data. Traditionally, pressure dependence on temperature is 
described by means of empirical function  

 (6)

This dependence describes well the equilibrium curves in a larger temperature range and is used to obtain 
significant thermodynamic information (enthalpy characteristics and hydrate number ).  

To find the hydrate number (4) and heat of hydration near 273.15 K, it is necessary to approximate the data 
(Table II and Table III) using the dependence (6). Using all literature data, hydrate number is obtained  = 8.12.  

There is a thermodynamic inconsistency of the experimental data; there is no agreement with the data on the 
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degrees of filling (Table I). According to the data on the degrees of filling, n is approximately 6÷6.5. We conclude 
that the derivatives are not calculated correctly (the slopes of the lines near 273.15 K are not determined 
reliably) and it is necessary to smooth the data differently.  

The unreliable portion of the data is around 273.15 K. We analyze the experimental data and discard the coarse 
points that deviate from the averaged values on �5%, these data apparently contain systematic errors. Now, 
according to the available data, we are trying to find the hydrate number. 

How to consider derivatives correctly? The working hypothesis is that near 273.15 K we have inaccuracies in the 
experimental data, which may be due to the effects of ice prefusion, water supercooling, and the speed of the 
experiment. 

A new method for correct smooth the experimental data and their correct interpolation C.  
We take into account that the degree of filling in methane is close to one, so ��� � �, ��� � � can be 
considered. This assumption can be used for the consistency method. We neglect the unit in the system (5) and 
find the coordinates m  for methane, in which the left and right branches should lie on one curve without a 
break (Fig. 4). 

From equation (5) considering (��� � �, ��� � �) one can obtain 

� � ��� (�) + ��
�������(� � ��), 

(7.a)
� � ���� �� �,

� � ���(�) + 

+ ��
��������

� (�) + ����(� � ��)
+ �� ��(� � �)�,  (7.b)

� � ���� �� ��
Fig. 4 illustrates that all experimental data points lie on one curve without a break. After that, we find new 
smoothed meanings for pressure and temperature, and calculate hydrate number.  

Fig. 5 shows two variants of the curves that were obtained by processing the experimental data in two different ways. 

Using the proposed method, we obtain intersection of the curves of methane-ice-hydrate and methane-water-
hydrate at 273.15 K, and a more correct slope of the curves near this point, a hydrate number � = 6.32 that satisfies 
the notions of the structure of the hydrate lattice and the degrees of methane filling � between 6 and 6.5.  

So, the new data processing method, which allows checking the thermodynamic consistency of the 
experimental data and their correct interpolation, was provided. This method allows to identify areas where 
experimental data are unreliable and to smooth them. Smoothed data can give correct values of the enthalpy of 
decomposition of hydrates to ice and water, a correct value of the quadrupole point, a hydrate number at the 
quadrupole point. 
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IV.  CONCLUSIONS 

Experimental data on three-phase equilibria of methane hydrate were analyzed in detail.  It was established 
that the experiments are not reliable near 273 K and at the temperature range 260-270 K. The new method of 
thermodynamic consistency and checking of the experimental data was proposed. The method is based on 
some simplification of Van-der-Waals–Platteeuw and Barrer-Stuart statistical thermodynamic model for gas 
hydrates as non-stoichiometric ideal solid solutions.  

So the smoothed reference data of the equilibria “methane – ice – methane hydrate” and “methane – liquid 
water – methane hydrate” were obtained. By using the smoothed equilibrium data, the correct calculations of 
hydrate decomposition enthalpies to ice and to liquid water as well as hydrate number at the quadruple point 
were presented. The obtained hydrate number n for methane hydrate is in good agreement with direct 
spectroscopic (NMR and Raman spectroscopy) methods. The proposed method may be applied to other 
hydrate-forming gases, especially for the gases when in hydrate structures the small cavities are not filled (i.e., 
ethane, propane, cyclo-propane, isobutane hydrates) and when both small and large cavities are practically 
completely filled (inert gases, nitrogen, hydrogen sulfide, oxygen hydrates). 

 

 

Fig. 4.  Experimental data (three-phase equilibrium of the gas-water (ice)-hydrate system) in coordinates m and T. 

 

Fig. 5.  Three-phase equilibrium of the gas-water (ice)-hydrate system. Pseudo experimental data. □- using (6), ○- using (7.a, 7.b). 
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Analysis of interdependencies between Gas 
and Electric Power systems for optimal 
dispatching and reliability assessment 

A. Churkin* 

Abstract -This paper analyzes existing studies of gas and electricity systems interconnections. The number 
of such studies has significantly increased over the last decade due to expansion of both electric power and 
gas systems and widespread use of gas-fired power plants. However, examination of gas/electricity 
correlations appears to be a rather complex task with various possible solutions. Some studies examine 
typical schemes with a moderate number of nodes and analyze optimal dispatching and gas pressure 
control. Others perform global optimization on a scale of a certain country or even interstate power 
exchange. Although each study has its own particular goal, the basic principles of the systems 
interconnections remain the same. The main techniques and approaches to modeling of gas/electricity 
interdependencies are reviewed in this paper. Proposals for future research are also made. 
 
Index Terms - gas network, electric network, optimal power flow, optimal dispatching, interconnection of 
systems  

I.  INTRODUCTION 

Continious increase of power demand leads to expansion of both electric power and gas systems. 
Simultaneously, economic and environmental factors encourage usage of gas-fired power plants. Hence, 
interdependencies between gas and power systems become more obvious. Numerous studies performed in the 
last decade have shown complexity and multifacetedness of modeling interdependencies.  

Most of the existing studies have been performed in the developed countries with wide and complex gas and 
power systems (UK, Switzerland, US). Such studies [1]-[3] are focused on problems of global dispatching and 
optimization on a country scale. Main results of the studies show possible reduction in systems operation cost 
and possible benefits for social welfare. 

Another important problem that appears when the two systems are considered together is reliability 
assessment. In [4] contingency analysis is performed in order to estimate an impact on electric power system 
and ensure global security. Considering gas system security constraints and gas pressure maintenance, 
several coordination scenarios among gas and power systems are suggested in [5]. 

The coupling of gas/electricity concept called “energy hub” is presented in [6]-[8]. Different power flows are 
considered interconnected in “hubs” in order to get operational and economic benefits. The concept 
decomposes optimal power flow problem into subproblems that could be effectively solved for each “hub”. Gas 
and electricity interdependencies have also been  studied on the interstate scale. Model suggested in [9] 
performs cross-border energy trade optimization for the European Union countries. 

Rather innovative methodology described in [10] estimates operational impact of Power-to-Gas (P2G) 
technology on electrical and gas transmission networks. This technology enables to convert excessive electric 
energy into synthetic gas that could be stored in gas transmission network. P2G technology can be considered 
as inverse coupling of the two systems that extend dispatching and optimization horizons. 

Finally, the possibility of demand-side response in combined gas and electricity networks is studied in [11]. It 
can enhance power system flexibility and reduce investments in further systems development.  

Although each study is focused on a particular problem that exists at the confluence of the two systems, the 
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basic principles of the systems interconnections remain the same. This article analyzes basic principles of 
modeling gas/electricity interdependencies and suggests direction for further research. In section II, the main 
concept of gas and electricity systems interconnection is presented as well as possible ways of global 
optimization. Section III provides methodology for gas and electricity systems modeling. Section IV summarizes 
the main points of the paper. 

II.  BASIC CONCEPT 

Despite different goals of modeling mentioned above the basic principle of modeling gas/electricity 
interdependencies can be inferred: gas-fired power plants are considered as the main linkage between the two 
systems (Fig. 1). For example, in order to produce a certain amount of electric energy, a generator must 
consume a certain volume of gas. Gas compressor can also be considered as an interconnection point since it 
consumes electric energy in order to maintain gas pressure. Together with P2G technology, gas compressors 
form inverse coupling of the two systems. However, such inverse coupling can be neglected in comparison to 
the power produced by gas-fired generators. 

 

Fig. 1.  Gas-fired power plants as main interconnection points between gas and electric power networks. 

Thus, power can be transmitted to users in two ways: through electricity transmission network or mostly by gas 
transmission network (in form of gas) with further conversion into electricity. Both gas and power networks 
have been well studied individually. It is well known how to perform optimal power flow optimization for power 
systems as well as gas flow optimization and compressors scheduling [5]. The question arises, what economic 
benefits can be obtained in case of global optimization and dispatching (gas + power optimal flow). Solution to 
this problem becomes a sophisticated mathematical and engineering task since we complicate an objective 
function, add more restrictions and variables (generators output capacity and power of gas compressors). 

 

Before approaching this task, the main modeling methodologies for gas and power systems modeling should 
be analyzed. The review of existing methodologies is presented in the next section. 
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III.  MODELING METHODOLOGY 

Power network modeling A.  
There limited options regarding modeling methodology for power network. Most of the listed studies [2], [3], [5], 
[9] successfully use direct current (DC) approximation for electric power system states modeling. DC power 
flow formulation enables the calculation of power flows in each particular transmission line in case when there 
is a lack of precise data about existing power networks. 

Modeling formulations are rather obvious and require Kirchoff’s laws implementation, and constraints 
satisfaction. 

Total system power constraint: 

����(�) � ��(�)� � �
�

, (1)

where ��(�) is production profile of generator �; ��(�) is consumption profile of load �; � – total number of nodes. 

Generator production limit: 

����� � ��(�) � �����. (2)

Power flow limits: 

������� � �����(�) � �(�)� � ������, (3)

where ������ is power flow limit of a certain transmission line; matrix � represents correspondence between 
line power flows and power injections at nodes. 

Thus, power network modeling is usually performed for steady-state conditions within a single time-step (taken 
as 1 hour). In order to model system behavior for the period of one day, � � 24 power states have to be 
calculated. If gas system modeling is performed dynamically, values for power system must be converted to 
continuous values also. This can be done as following integration: 

��� ���� ��� ��� � ��(�) � �� � ���(�)� ��
�

����
, (4)

where �� is an objective function that minimizes total cost of generation and cost of power losses; �� represents 
cost functions of production; �� represents cost of power losses ���(�) in transmission lines. 

Gas network modeling B.  
Gas network modeling is not as clear as power network modeling. The main challenge is physics of gas flow. 
Gas flows much slower than electricity. This means that gas dynamics cannot be easily neglected. There are 
some approaches of steady-state gas network modeling, but they are rather rough and inaccurate. Hence, 
existing studies are divided into gas steady-state modeling approaches and dynamic modeling approaches. 
Moreover, each study suggests its own gas flow equations and objective function representations. Such variety 
of methods makes it extremely hard to find the best optimization solution for the gas and power systems 
coupling. 

Another difficulty of gas network modeling is presentation of such gas equipment as compressors and gas 
storages. These two essential components of gas network can also be modeled in different ways. Gas 
compressors can be presented as a function that changes pressure at a node where it is installed. Gas storages 
can be presented as gas injections into network. 

Thus, there are different approaches and equations for modeling gas flows in gas pipelines, gas compressors 
and storages. We will focus only on the meaning of the equations, not describing numerous physical formulas. 
More detailed information about the modeling can be found in [1], [2], [3], [5]. 
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Each gas flow (���) can be represented as function dependent on pressure difference (�� � ��) between ends of 
a pipeline or as a system of differential equations that involves gas pressure (�), friction factor (�) and many 
other parameters. 

��� = � ���� � ���, �, � �. (5)

Gas modeling constraints include nodal balance condition (6), gas pressure values constraints (7), power of 
compressor (���) constraint (8), compressor ratio (��) constraint (9), withdrawal from gas storage constraint 
(10) and gas pipeline limits (11). 

����
���

����
���

����
���

= 0, (6)

where ��  is gas injection to a certain node �; �� stands for gas demand at a node; � – total number of nodes in 
gas network. 

����� � ��(�) � ����� (7) 

��� � ������ (8)

����� � �� � ����� (9) 

�� � ����� (10)

������ � ���(�) � ������. (11) 

Gas and electricity optimal power flow C.  
Global optimization involves objective functions and restrictions of both gas and electric power systems. One of 
the possible optimization problems can be stated as total operation cost minimization. This means reduction of 
power losses along with low cost power generation and optimal scheduling of compressors. An objective 
function for this case will be: 

��� = � ����� � ��(�) � �� � ���(�)�
���

�

�

���� � ���(�)
���

� ��, 
(12) 

where �� represents cost of compressors operation. 

Thus, the minimization problem is: 

���
��(�), ��  ��� 

(13) subject to: power system constraints (1-3)

gas system constraints (6-11) 

Result of the optimization will show the new optimal regimes of gas and power systems that will be the most 
beneficial for society. Applying of gas flow differential equations will also enable gas pressure control over time [5]. 

IV.  CONCLUSION 

Analysis of interdependencies between gas and electric power systems extends boundaries of optimal 
operation and dispatching and poses new complex problems that can be treated in several ways. On the one 
hand, objective function can be aimed at security maintenance or reduction of operation cost, while on the other 
hand, there is a variety of modeling methodologies that can be implemented. 

However, in spite of scientific novelty, practical application of the research in the direction of gas and power 
systems coupling is rather obscure. The main obstacle is that application of global dispatching and optimization 
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needs significant technical and regulatory development. Therefore, in order to attract attention of government 
and transmission system operator, a real case should be studied and optimized. It will show what benefits 
could be obtained. Furthermore, it is not clear yet how these benefits should be shared among all participants 
of the optimization (system operator, power grid company, generating companies and gas companies). Each 
participant has to be motivated to contribute to the optimization. 

Global reliability assessment can also be performed for the coupled systems. Since each particular gas-fired power 
plant has an emergency fuel reserve (oil), only serious long-term incidents should be considered in contingency 
analysis. The mentioned pressure maintenance methodologies should be also verified for real systems. 

In summary, existing approaches of the coupled modeling and optimization have to be verified for real cases. 
First of all, values of total benefits should be calculated and announced in order to attract industry partners and 
attention of the government. Then, distribution of total benefits should be suggested. 

Further work will be focused on a real case examination. 
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