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Abstract

One of the essential problems in machine learning that appears in many practical applications is the problem of representing complex objects as real-valued low-dimensional vectors, so-called embeddings, using collected statistical data. Methods that build and learn embeddings have a significant amount of various applications — from information retrieval and recommender systems to natural language processing and computer vision.

While most of popular embedding methods are based on neural network approaches, in this thesis, we introduce and thoroughly examine a low-rank matrix factorization framework for training embeddings, which often is more suitable because of a large number of effective and efficient computational techniques that are developed in the numerical linear algebra field. This framework generalizes existing embedding approaches based on low-rank approximations, and allowed us to develop several new methods for embedding learning that outperform state-of-the-art approaches.

Firstly, we propose the novel unsupervised method to learn embeddings of categorical features’ values both for supervised and unsupervised machine learning problems. This approach allows us to encode the categorical features into real values in order to efficiently perform data analysis in various applications, such as security access management.

Moreover, we introduced and systematically investigated the general formulation of the word embeddings training problem based on Skip-Gram Negative Sampling that consists of two steps with clear objectives. These steps and objectives were not formulated in the literature before.

We also developed the new method to learn word embeddings based on the Riemannian optimization technique that outperforms the existing state-of-the-art approaches
dealing with approximate objectives of the embeddings training problem. The developed method has been implemented, tested and shared on the Web as open source.

Furthermore, we developed the method to obtain embeddings of cold users and items from recommender system data. The developed method outperforms the existing state-of-the-art approaches in terms of quality and computational speed and also does not have their limitations by design. This methods was also implemented in Python and publicly shared on the Web. Moreover, the developed method has one more indicator of its practical significance — it is used as one of the sources of features for the industrial recommender system at Yandex.Music.
Publications and Talks

The results were published in the papers:


2. Fonarev, A., Mikhalev, A., Serdyukov, P., Gusev, G., & Oseledets, I. (2016, December). Efficient Rectangular Maximal-Volume Algorithm for Rating Elicitation in Collaborative Filtering. In 16th International Conference on Data Mining (pp. 141-150). IEEE. Top rank A* computer science conference. Contribution of the authors: the first author — the problem formulation, the existing approaches analysis, designing the experiments, writing the text (partially), conducting the experiments (partially), the method development (partially); the second author — writing the text (partially), conducting the experiments (partially), the method development (partially); the third author — writing the text (partially); the fourth author — writing the text (partially); the fifth author — initial idea proposition, writing the text (partially).

The results introduced in the thesis were presented at top international conferences:

1. Annual Meeting of Association of Computational Linguistics 2017, August (top rank A* computer science conference), Vancouver, Canada;

2. International Conference on Data Mining 2016, December (top rank A* computer science conference), Barcelona, Spain;

3. International Conference on Matrix Methods and Applications 2015, August, Skolkovo, Russia.

4. Russian Summer School in Information Retrieval 2014, August, Nizhniy Novgorod, Russia.

The results were also presented at scientific seminars:

1. The joint seminar of Intellectual Systems department and Machine Intelligence Laboratory of Moscow Institute of Physics and Technology, April 2018, Moscow, Russia;

2. The seminar of the 72nd department of Federal Research Center “Informatics and Management” of Russian Academy of Sciences, May 2018, Moscow, Russia.
Contents and Structure of Thesis
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1 Introduction

In the modern world, more and more technological processes collect data about the behavior of various systems. For example, the spread of online social networks led to collecting huge amounts of data about users and spread of mobile phones led to obtaining a big amount of data about phone owners gathered via phones’ sensors. Often, such data contains a lot of useful information that could be exploited for improving business processes, developing new products, providing better client service or gaining more revenue.

Usually, the collected data has a complicated structure and contains complex regularities, so it is expensive or even impossible to perform in-depth manual analysis of this data in order to make valuable decisions from it. Moreover, often data-driven decisions should be made instantly and frequently, so the manual decision-making process is not appropriate. That is why, data science and, more specifically, machine learning approaches become more and more demanded today. They focus on extracting hidden features and structures from the data automatically without any human intervention. Nowadays, machine learning solutions become a core part of a lot of businesses — online search engines, online stores, online social networks, online advertisement platforms, for banks, factories, automobile industry, etc.

1.1 Introduction to Embeddings

One of the essential directions within the machine learning field today is to represent complex objects or data by vectors. Such process is called embedding and allows us to store semantics of an object. As an example, let us look at a natural language processing (NLP). In the NLP, a word is just a sequence of letters, so processing this infor-
Figure 1: An intuition behind word embeddings. The 3-dimensional embeddings of word “table” and “chair” are closer to each other than embeddings of words “table” and “sky”, which is aligned with our understanding of semantics of these words.

In general, embedding learning procedures could be applied to graphs, images, user preferences, product specifications, websites and other complex objects.

Let us formalize the concept described above. Let \( \mathcal{A} \) be a set of objects that we want to build \( d \)-dimensional embeddings for. Then the embedding function \( f \) is the following
There are three main reasons to train embeddings of complex objects in practical tasks:

1. **Aligned dimensionality of representations.** Most of statistical tools and systems (e.g. most of supervised learning methods) are able to handle objects which descriptions have the same dimensionality and the dimensions are aligned (have the same meaning).

2. **Real-valued components of representations.** Most of statistical tools and systems can handle objects which descriptions consists of real values.

3. **Low dimensionality of representations.** Usually, both for automated and manual object analysis, it is very useful to keep their descriptions low-dimensional because it either simplifies manual work or reduces computational complexity of algorithms. Moreover, having low-dimensional embeddings often provide an automatical de-noising effect that helps to avoid further overfitting and perform more precise data analysis.

In this work, we do not focus on the problem of embedding dimensionality $d$ selection — it is a hyperparameter that could be selected based on performance metric of a task where the embeddings are used.

### 1.2 Using Embeddings in Practical Machine Learning Tasks

As mentioned above, embeddings of complex objects are helpful in many practical problems within various industrial processes. As it is illustrated in Figure 2, there are two main steps where embeddings are involved in solving business problems:
**Step 1**: Embeddings are learned from collected data. Building embeddings with a good performance is often a challenging problem. This work focuses on developing new methods to perform Step 1.

**Step 2**: The embeddings obtained on Step 1 are used in practical applications. Important to note that usually the same embeddings can be used in various related problems. For example, same word embeddings could be used in machine translation, speech recognition, news articles categorization, etc. So once an efficient embeddings learning method is developed, it can be applied for many tasks. That is one more reason, why the focus of the thesis is to improve the quality of existing approaches to build embeddings.

### 1.3 Measuring Embeddings Performance

As mentioned above, this thesis focuses on developing new embedding algorithms that outperform existing approaches in terms of performance. There are two main ways to measure the performance of embeddings.

1. **Using the performance measure of a target application.** As it was mentioned above, embeddings are used as a part of solutions for various tasks. Usually, a task has its own performance measures, so it is very natural to use them to estimate the performance of embeddings that are used to solve it. Despite straightforwardness, this approach’s important limitation is the fact that there are many factors that influence on the target performance, so sometimes it is hard to distinguish gain obtained by embeddings from other factors. Moreover, in complex industrial
The thesis focuses on developing new embedding methods for the first step.

**Figure 2**: A common pipeline of using embeddings in practical problems. The embeddings are usually used on the second step illustrated on the scheme. The thesis focuses on developing new embedding methods for the first step.
processes, it might be costly to perform experiments over the whole system in order to estimate the quality of one part of it.

2. **Using an internal embeddings performance measure.** This approach implies constructing a separate performance measure for embeddings that should correlate with the performance in target applications where the embeddings are being used. For example, tasks often require to have embeddings of similar objects placed close to each other in the representation space. The level of fulfillment of this requirement could be measured using a separate dataset which contains pairs of objects with assessed levels of similarity between them. Moreover, for example, embeddings should satisfy additional properties, such as interpretability [115], which also could be measured and used as an embedding performance measure.

Experiments described in the thesis use both evaluation approaches.

### 1.4 Embeddings Application Examples

This section describes several real-life examples of embeddings in order to illustrate a wide range of applications and the fact that improving embeddings once will lead to improvements of several applications that use these embeddings.

#### 1.4.1 Word Embeddings Applications

In most of the problems where natural language words are used for automated analysis, it is very convenient to have them in a real-valued vector format, such as one-hot-encoding or embeddings (which is usually more preferable), because such representations could be easily used by various machine learning and NLP algorithms. Thus, many
NLP tasks take advantage of learning high-quality embeddings. This could be language modeling tasks (predict next words given the previous), sequence tagging tasks (predict some tag for each word in a sequence, e.g., Named Entity Recognition), sequence to sequence tasks (predict a sequence of tags given a sequence of words, e.g., machine translation), and many more. A detailed survey of all possible applications goes beyond the scope of this thesis, but a few specific applications are listed below.

**Named Entity Recognition.** NER is an essential problem in natural language processing. An NER algorithm gets a text as an input and classifies all relevant named nouns that are mentioned in the text. For example, an NER algorithm could recognize names of people, cities, brands, etc. within the text. It has a lot of applications in various systems — from internet search engines and news articles analysis to automated lawyers and content recommenders.

A significant input for an NER algorithm is a context of a word that is being classified, so word embeddings store this information in a compact real-valued low-dimensional format. These embeddings could be used, for example, as features for a machine learning classifier which implements a NER logic. There are a large number of papers that discuss how embeddings can be applied in NER. For example, [26] combines word embeddings with categories data from Wikipedia, [102] uses word embeddings as features for learning algorithms, [105] adapts popular Word2Vec embedding learning systems to NER, etc.

**Coreference resolution.** In natural language processing, coreference resolution algorithms are widely used in applications related to text meaning understanding, e.g., in automated dialog systems. There are a lot of paper that use embeddings for the coref-
ference resolution problems. For example, authors of [106] use word embeddings as features in a machine learning classifier, [69] presents an end-to-end system based on word embeddings, [109] explores usage of word embeddings for coreference resolution in Russian language, [23] uses embeddings as features to detect coreference pairs of clusters and so on.

**Textual Entailment.** The problem of textual entailment focuses on understanding complex structures and entailments in natural language, which also is widely used in automated dialog systems. In fact, this is another field where word embeddings are successfully applied. For example, [5] does this for Arabic language, [107] uses this for analysis based in Twitter data, [129] uses embeddings in addition to attention and some composition improvements.

**Question Answering.** The problem of automated question answering becomes more and more demanded with a growth of automated personal assistants. Solutions of this task also widely use embeddings. For example, [104] proposes to merge embeddings and models inspired from machine translation field, [103] exploits causal information into account, [84] uses embeddings for questions retrieval.

### 1.4.2 User Behavior Embeddings Applications

Embeddings that correspond to user behaviours or preferences and describe their previous behaviour also are widely used in various applications. For example, they could be used for unsupervised analysis of users by clustering their embeddings, [116] describes methods to personalize web search using embeddings, [4] describes personalization of product search, [89] proposes methods to perform personalized lessons based on stu-
dents’ embeddings, [61] explores methods to personalize automatic conversations using users’ embeddings, while [60] overviews user embeddings methods to build recommender systems.

1.4.3 Other Embeddings Applications

There are many other types of embeddings that are used in various applications. For example, [54] develops methods to build embeddings of images, [124, 42] explore embeddings for queries in search engines, embeddings are used as an initialization of neural nets in speech recognition [65], sentence embeddings are used in machine translation [80], [60] explores items embeddings in recommender systems, product embeddings for searching close products to recommend are described in [43].

1.5 Chapter Summary

In this chapter, we introduced the embedding concept, explained how embeddings are usually applied to practical problems, overviewed some embedding method examples and formulated the objectives of the thesis. While most of embedding methods are based on neural network approaches, in this thesis, we focus on embedding algorithms based on low-rank matrix factorizations since often they have better properties and outperform state-of-the-art approaches. The next chapter describes how popular embedding methods work internally and gives the required background for understanding the following sections.
2 Background

2.1 Matrix Factorization Background

2.1.1 Low-Rank Matrix Factorization

Let $A$ be a matrix from $\mathbb{R}^{n \times m}$. Then given a number $d \in \mathbb{N}$, called a factorization rank, $A$ could be approximated as a product of two matrices $P \in \mathbb{R}^{n \times d}$ and $Q \in \mathbb{R}^{m \times d}$:

$$A \approx P \cdot Q^\top = B.$$  \hspace{1cm} (2)

This approximation is called low-rank matrix factorization or low-rank matrix decomposition.

2.1.2 Matrix Similarity Measures

The factorization is usually performed based on a distance measure $\rho(\cdot, \cdot)$ between two matrices, which is used to calculate the similarity between $A$ and its approximation $B$, and additional constraints on $P$ and $Q$ that depend on a problem being solved:

$$\rho(A, B) \rightarrow \min_{P \in \mathbb{R}^{n \times d}, Q \in \mathbb{R}^{m \times d}}$$  \hspace{1cm} (3)

The choice of a particular measure $\rho$ significantly influences the result of matrix low-rank approximation process. Let us overview the most popular types of these measures.

The most popular way is to use the Frobenius norm to measure the distance:

$$\| A - B \|_F^2 = \sum_{i,j} (a_{i,j} - b_{i,j})^2.$$  \hspace{1cm} (4)
In some cases, when the original matrix $A$ contains probability values that describe a probability distribution, it becomes more natural to use the generalized Kullback-Leibler divergence or I-divergence [21]:

$$D_{KL}(A \parallel B) = \sum_{i,j} (a_{i,j} \cdot \log \frac{a_{i,j}}{b_{i,j}} - a_{i,j} + b_{i,j}),$$  \hspace{1cm} (5)$$

which represents a distance between two probability distributions. These measures are the particular cases of so called $\beta$-divergence [21]:

$$D_{Beta}^\beta(A \parallel B) = \sum_{i,j} (a_{i,j} \cdot \frac{a_{i,j}^{\beta-1} - b_{i,j}^{\beta-1}}{\beta - 1} - \frac{a_{i,j}^\beta - b_{i,j}^\beta}{\beta}),$$  \hspace{1cm} (6)$$

where $\beta$ is a hyperparameter of the metric. Indeed, here are the cases when $\beta \to 1$:

$$D_{Beta}^\beta(A \parallel B) \to D_{KL}(A \parallel B),$$  \hspace{1cm} (7)$$

and when $\beta = 2$:

$$D_{Beta}^\beta(A \parallel B) = \frac{1}{2} \parallel A - B \parallel^2_F .$$  \hspace{1cm} (8)$$

The optimization problem (3) can be solved using gradient descent based optimization approaches that optimize all elements of $P$ and $Q$ independently or using alternating approaches that iteratively optimize factor $P$ having factor $Q$ fixed and conversely. The details about the optimization using $\beta$-divergence could in found in [28]. Computational and algorithmic details related to sparse nonnegative orthogonal matrix approximations can be found in [8].

Note that in case of the optimization problem (3), the factorization $PQ^\top$ is not
unique. Indeed, for every square non-singular matrix $S \in \mathbb{R}^{d\times d}$ we have

$$PQ^\top = PSS^{-1}Q^\top = (PS)(S^{-1}Q^\top) = \tilde{P}\tilde{Q}^\top,$$

where matrices $\tilde{P}$ and $\tilde{Q}$ represent another factorization with the same value of $\rho$.

### 2.1.3 Singular Value Decomposition

Let us explore the following approximation of matrix $A$ with three factors:

$$A \approx U\Sigma V^\top = A',$$

where columns of $U \in \mathbb{R}^{n\times d}$ are dominant orthonormal eigenvectors of $AA^\top$, rows of $V^\top \in \mathbb{R}^{d\times m}$ are dominant orthonormal eigenvectors of $A^\top A$, and matrix $\Sigma \in \mathbb{R}^{d\times d}$ is diagonal and contains $d$ maximal singular values $\sigma_i$ of $A$ in the decreasing order on the diagonal. This factorization is called truncated Singular Value Decomposition (SVD).

Denoting $P = U\sqrt{\Sigma}$ and $Q = V\sqrt{\Sigma}$, we get the familiar low-rank approximation of matrix $A$:

$$A \approx PQ^\top.$$

According to the Eckart-Young theorem [36], this solution is the global optimum of the optimization problem (3) with Frobenius norm of matrices difference as a distance measure $\rho$:

$$||A - PQ^\top||_2 \rightarrow \min_{P,Q}.$$

SVD can be efficiently performed using the block power numerical method [13], which consists of a series of QR decompositions. The computational complexity of the
SVD algorithm strongly depends on the properties of the matrix $A$. Also, several SVD algorithms are more efficient in case of sparse and thin-and-toll matrices [67].

2.1.4 Riemannian Optimization

Problem Setting. The Riemannian optimization framework is a powerful tool to solve low-rank optimization problems. It allows to solve the following maximization problem:

$$\begin{align*}
\text{maximize} & \quad F(X), \\
\text{subject to} & \quad X \in \mathcal{M}_d,
\end{align*}$$

where $\mathcal{M}_d$ is the manifold (see Section 1.1 in [113] for details) of all matrices in $\mathbb{R}^{n \times m}$ with rank $d$:

$$\mathcal{M}_d = \{ X \in \mathbb{R}^{n \times m} : \text{rank}(X) = d \}.$$  (14)

An introduction to optimization over Riemannian manifolds can be found in [112].

In case of minimizing the distance $\rho$ between matrices $A$ and $B$, the problem could be rewritten in the following form:

$$\begin{align*}
\text{minimize} & \quad \rho(A, B), \\
\text{subject to} & \quad B \in \mathcal{M}_d.
\end{align*}$$

The key difference between the problems (15) and (3) is the non-requirement of explicit search for factors matrices $P$ and $Q$. As we present in Chapter 5, we developed the novel approach without explicit search for these factors which provides a significant performance boost in some applications. Moreover, Riemannian optimization can
be successfully applied to various data science problems: for example, matrix completion [113], large-scale recommender systems [110], and tensor completion [62].

**Riemannian Optimization Framework.** Assume we have an approximated solution $X_i$ on a current step of the optimization process of the problem given by (13), where $i$ is the iteration step number. In order to improve $X_i$, the next step of the standard gradient ascent outputs the point

$$X_{i+1} = X_i + \nabla F(X_i),$$

where $\nabla F(X_i)$ is the gradient of objective $F$ at the point $X_i$. Note that the gradient $\nabla F(X_i)$ can be naturally considered as a matrix in $\mathbb{R}^{n \times m}$. Point $X_i + \nabla F(X_i)$ leaves the manifold $\mathcal{M}_d$, because its rank is generally greater than $d$. That is why Riemannian optimization methods need to map point $X_i + \nabla F(X_i)$ back to manifold $\mathcal{M}_d$. The simplest Riemannian gradient method first projects the gradient step onto the tangent space at the current point $X_i$ and then *retracts* it back to the manifold:

$$X_{i+1} = R(P_{T_{M}}(X_i + \nabla F(X_i))),$$

where $R$ is the *retraction* operator, and $P_{T_{M}}$ is the projection onto the tangent space.

Although the optimization problem is non-convex, Riemannian optimization methods show good performance on it. The overview of retractions of high-rank matrices to low-rank manifolds is provided in [1].

**Projector-Splitting Algorithm.** In this thesis, we use a simplified version of such approach that retracts point $X_i + \nabla F(X_i)$ directly to the manifold and does not require
projection onto the tangent space $P_{T_{M}}$ as illustrated in Figure 3:

$$X_{i+1} = R(X_i + \nabla F(X_i)).$$ \hspace{1cm} (18)

![Figure 3: Geometric interpretation of one step of projector-splitting optimization procedure: the gradient step and the retraction of the high-rank matrix $X_i + \nabla F(X_i)$ to the manifold of low-rank matrices $M_d$.](image)

Intuitively, retractor $R$ finds a rank-$d$ matrix on the manifold $M_d$ that is similar to high-rank matrix $X_i + \nabla F(X_i)$ in terms of Frobenius norm. How can we do it? The most straightforward way to reduce the rank of $X_i + \nabla F(X_i)$ is to perform the SVD by keeping $d$ largest singular values of it:

1: $U_{i+1}, \Sigma_{i+1}, V_{i+1}^T \leftarrow \text{SVD}(X_i + \nabla F(X_i)),$

2: $X_{i+1} \leftarrow U_{i+1} \Sigma_{i+1} V_{i+1}^T.$ \hspace{1cm} (19)

However, such approach is computationally expensive.
Therefore, we propose to apply the projector-splitting method proposed in [73], which is a second-order retraction onto the manifold. The projector-splitting algorithm also was mentioned in [1] as “Lie-Trotter retraction”. The theoretical properties and convergence guarantees of such method are discussed in [57].

Its practical implementation is quite intuitive: instead of computing the full SVD of $X_i + \nabla F(X_i)$ according to the gradient projection method, we use just one step of the block power numerical method [13] which computes the SVD in order to reduce the computational complexity.

Let us present the current point in the following factorized form:

$$X_i = U_iS_iV_i^\top;$$

(20)

where matrices $U_i \in \mathbb{R}^{n \times d}$ and $V_i \in \mathbb{R}^{m \times d}$ have $d$ orthogonal columns and $S_i \in \mathbb{R}^{d \times d}$ is upper triangle matrix. Then we need to perform two QR-decompositions to retract point $X_i + \nabla F(X_i)$ back to the manifold to point $X_{i+1} = U_{i+1}S_{i+1}V_{i+1}^\top$ as follows:

1. $U_{i+1}, S_{i+1} \leftarrow \text{QR}\left((X_i + \nabla F(X_i))V_i\right)$,
2. $V_{i+1}, S_{i+1}^\top \leftarrow \text{QR}\left((X_i + \nabla F(X_i))^\top U_{i+1}\right)$,
3. $X_{i+1} \leftarrow U_{i+1}S_{i+1}V_{i+1}^\top$.

Using this trick, we always keep the solution $X_{i+1} = U_{i+1}S_{i+1}V_{i+1}^\top$ on the manifold $\mathcal{M}_d$.

What is important, we only need to compute $\nabla F(X_i)$, so the gradients with respect to $U$, $S$ and $V$ do not need to be calculated explicitly. Due to this we avoid the subtle case where $S$ is close to singular (so-called singular (critical) point on the manifold).
Indeed, the gradient with respect to $U$ (while keeping the orthogonality constraints) can be written [56] as:

$$\frac{\partial F}{\partial U} = \frac{\partial F}{\partial X} V S^{-1},$$ \hspace{1cm} (21)

which means that the gradient will be large if $S$ is close to singular. The proposed projector-splitting scheme is free from this problem.

2.1.5 Pseudo-Skeleton Factorization

**Pseudo-Skeleton Factorization.** In some practical applications, it is needed to decompose matrix $A \in \mathbb{R}^{n \times m}$ into factors that consist of original elements of $A$. Let us have a look at the following decomposition:

$$A \approx P \hat{A}^{-1} H,$$ \hspace{1cm} (22)

where $P$ consists of a subset of columns of matrix $A$, $H$ consists of rows of $A$ and $\hat{A}$ is the intersection of columns $P$ and rows $R$. This low-rank factorization is called pseudo-skeleton [39] and can effectively approximate initial matrix $A$ in various problems. In this work, we use the following simplification of the approximation above:

$$A \approx A[:, k] C,$$ \hspace{1cm} (23)

where $k \in \mathbb{N}^d$ represents a set of column indices of $A$, $A[:, k]$ consists of columns of matrix $A$ with indices $k$ and $C \in \mathbb{R}^{d \times m}$ is the matrix of coefficients. This work uses the Numpy Python indexing notation\(^1\): $A[k, :]$ is the matrix whose column $j$ coincides

\(^1\)https://docs.scipy.org/doc/numpy-1.13.0/reference/arrays.indexing.html
with the row \( k_j \) of \( A \), where \( k_j \) is the \( j \)-th component of vector \( k \).

The following sections describe the simple algorithm to perform such decomposition.

**Maximal Volume Concept.** The maximal-volume concept [38] provides an approach for a matrix approximation in a pseudo-skeleton form, which is a product of matrices formed by columns or rows of the source matrix.

The algorithm, called Maxvol [37], allows to efficiently find a well-conditioned sub-matrix with a high enough volume for building such an approximation. Maximal volume submatrices are useful for various applications, such as wireless communications [117], preconditioning of overdetermined systems [7], tensor decompositions [83], and recommender systems [72]. The generalization of the maximal-volume concept to the rectangular case presented in this work offers additional degrees of freedom, which is potentially useful in any of these areas.

Suppose we want to select \( d \) columns with indices \( k \in \mathbb{N}^d \). First of all, the algorithm requires to compute the rank-\( d \) SVD factorization of \( A \) given by Equation (11). After this, searching for a column set is equivalent to searching for a square submatrix

\[
S = Q[k, :)^\top \in \mathbb{R}^{d \times d}
\]

in the factor matrix \( Q \). As it was shown in [37], it is an efficient (from the computational time point of view) approach to search for such submatrix \( S \) that has a big volume (the modulus of a determinant).
Overall, we have the following optimization task:

\[ k \leftarrow \arg\max_k \text{Vol} S = \arg\max_k |\det S|, \quad S = Q[k,:]. \tag{25} \]

The problem is NP-hard in the general case [22] and, therefore, suboptimal greedy procedures are usually applied.

**Maximal Volume Algorithm.** One of the most popular greedy procedures is called Maxvol algorithm [37] and is based on searching for a dominant submatrix \( S \in \mathbb{R}^{d \times d} \) of \( Q^\top \). The dominant property of \( S \) means that all columns \( q_i \in \mathbb{R}^d \) of \( Q^\top \) can be represented via a linear combination of columns from \( S \) with the coefficients not greater than 1 in modulus. Although this property does not imply that \( S \) has the maximal volume, it guarantees that \( S \) is locally optimal, which means that replacing any column of \( S \) with a column of \( Q^\top \), does not increase the volume [37].

At the initialization step, Maxvol usually takes \( d \) linearly independent latent vectors that are the pivots from LU-decomposition [36] of matrix \( Q^\top \). Practice shows that this initialization provides a good initial approximation \( S \) to maximal volume matrix [37]. After that, the algorithm iteratively performs the following procedure. At each step, it computes the coefficient matrix \( C = S^{-1}Q^\top \in \mathbb{R}^{d \times m} \). Each column of \( C \) contains the coefficients of the representation of a row in \( Q \) via the vectors from \( S \). Thus, \( i \)-th entry in \( j \)-th column of \( C \) that is larger than 1 in modulus provides us with a hypothesis that \( j \)-th latent vector is “larger” than \( i \)-th. Therefore, the algorithm seeks for the maximal in modulus coefficient in order to swap a “smaller” latent vector inside the seed set with a “larger” one out of it. The procedure repeats until convergence. In the work, we also call this algorithm **Square Maxvol**, because it seeks for a square submatrix (since
determinant is defined only for square $S$). Furthermore, it is important to note that the original algorithm presented in [37] has crucial speed optimizations for avoiding the expensive matrix multiplications and inversions, which are not presented in the work. We recommend to go to the original literature to for a more rigorous explanation of the Maxvol algorithm.

Algorithm 1 presents a high-level pseudo-code of the Maxvol based approach.

**Algorithm 1** Searching good columns using Maxvol

**Require:** Matrix $A \in \mathbb{R}^{n \times m}$, number of columns $d$

**Ensure:** Indices $k \in \mathbb{N}^d$ of $d$ representative items

1: Perform rank-$d$ SVD of the matrix $A \approx PQ^T$
2: $k \leftarrow d$ pivot indices from LU-decomposition of $Q$
3: repeat
4: $S \leftarrow Q[k, :]^T$
5: Find coefficients for representing row of $Q$ via the seed set: $C \leftarrow S^{-1}Q^T$
6: Find the maximal coefficient in $C$: $(i, j) \leftarrow \arg\max_{i, j \in k} |c_{ij}|$
7: Swap $i$-th element from the seed set and $j$-th column out of it: $k_i \leftarrow j$
8: until $\forall (i, j): |c_{ij}| \leq 1$
9: return $k$

**Computational Complexity of Maxvol.** Let us analyze the computational complexity of Maxvol. The LU-decomposition with pivoting takes $O(md^2)$ operations. The iterative updates take $O(\alpha md)$ operations, where $\alpha$ is the number of iterations. Typically, $\alpha \leq d$ iterations are needed. The overall complexity of Square Maxvol can be estimated as $O(md^2)$. A more detailed complexity analysis of Square Maxvol is given in [37].
2.2 Supervised Learning Background

2.2.1 Introduction

Supervised learning methods form a foundation of a lot of embedding methods, so further in this section, we overview most widely used existing supervised learning approaches.

Let us have a dataset \( \{x_i\}_{i=1}^n \), where every sample (also called an object) \( x_i = (x_{i,1}, \ldots, x_{i,m}) \in \mathcal{X} \), where \( \mathcal{X} \) is the set of all possible objects. The element \( x_{i,j} \) is called the \( j \)-th feature of the object \( x_i \) [30]. The whole dataset can be represented as a matrix \( \mathbf{X} \) with size \( n \times m \). Unsupervised problems involve finding regularities within this data.

In supervised learning problems every element \( x_i \) of the training set has an object label \( y_i \in \mathcal{Y} \), and the goal is to approximate \( \mathcal{X} \rightarrow \mathcal{Y} \) function.

There are several popular choices of \( \mathcal{Y} \). If \( \mathcal{Y} = \mathbb{R} \) then the problem is called regression problem. If \( \mathcal{Y} = \{0, 1, \ldots, K - 1\} \) the problem is called classification problem. The most widely used and important case of classification problems is binary classification problem when \( K = 2 \). Cases of \( K > 2 \) could be solved using classifiers for the binary classification case, so further we overview only the binary classification case.

2.2.2 Decision Trees Based Methods

Decision tree based methods [86] often show a good performance in problems where the number of features \( m \) is not large compared to the number of objects \( n \). These methods work exceptionally well in problems where features have different nature, which happens in such applications as web search, credit scoring, churn prediction, etc. The decision-based approaches can handle various types of supervised learning problems, including classification, regression, and others.
Although single decision trees [17] usually do not show a good performance, ensembled decision trees often provide state-of-the-art results. The most popular ensembling approaches are Random Forest [16], which learns a set of independent decision trees using bagging [15] and Random Supspace Method [9] techniques, and Gradient Boosted Decision Trees [31, 32], which learns decision trees one by one and each new decision tree training focuses on compensating the error of the all previous trees combination.

### 2.2.3 Linear Methods

Historically, the most popular methods to solve supervised learning problems are linear methods [30], which decision function is based on the scalar product $\langle w, x_i \rangle$ of an object’s real-valued feature vector $x_i = (x_{i,1}, ..., x_{i,m})$ and a vector of weights $w = (w_1, ..., w_m)$ that are parameters of the algorithm.

In case of regression problems, a predicted label $\tilde{y}_i$ of $i$-th object is set to this scalar product and the weights $w$ are usually found based on the following optimization problem:

$$
||Xw - y||_2 \rightarrow \min_{w \in \mathbb{R}^m}.
$$

(26)

In case of a binary classification, a predicted probability $\tilde{y}_i$ of $i$-th object to belong to the class 1 is calculated in the following way:

$$
p(y_i = 1|x_i) = \sigma(\langle w, x_i \rangle) = \frac{1}{1 + \exp(-\langle w, x_i \rangle)},
$$

and the weights are tuned by the optimization

$$
\sum_{i=1}^{n} \mathcal{L}(y_i, \sigma(\langle w, x_i \rangle)) \rightarrow \min_{w \in \mathbb{R}^m},
$$
where $\mathcal{L}$ is the negative logarithm of the likelihood (the so-called log-loss) to observe the training set’s target labels in accordance to the predicted probabilities $\tilde{y}$:

$$\mathcal{L}(y_i, \tilde{y}_i) = -(y_i \log \tilde{y}_i + (1 - y_i) \log(1 - \tilde{y}_i)).$$

### 2.2.4 Neural Networks

Neural networks [30, 120] naturally generalize the linear supervised learning approach to the non-linear case. A neural network decision-making process consists of several steps (layers), and each of these steps takes outputs (neurons) from the previous step, applies a non-linear transformation to them and multiplies them by some weight matrix in order to generate outputs. The first step takes object’s features as an input, and the last step’s output is interpreted as a prediction of the neural network.

Usually, neural network training procedure finds optimal weight matrices in accordance to the task being solved. The most popular optimization approach is based on gradient descent procedure and is called backpropagation [30, 20]. The number of layers, the number of neurons in each of them, non-linear transformation functions are hyperparameters of the algorithm.

Nowadays, neural networks are successfully applied in various applications where the data has some spatial structure — images, time series, texts, audio, etc. The main reason for this is inventions of particular types of neural networks that successfully handle such data [12, 63, 68, 75, 119].
2.3 Background on Categorical Features in Machine Learning

2.3.1 Categorical Features

Most of existing machine learning methods suppose that the features \( x_{i,j} \) of object \( x_i \) are in \( \mathbb{R} \). But there are many problems, where the feature values come from a finite unordered set, not from \( \mathbb{R} \). These features are called categorical, nominal or factorial. For example, the categorical feature \( City \) may have values from set

\[
\{ \text{Moscow, New York, Paris, ... } \}
\]  

(27)

in some tasks. Such tasks become even more difficult with the increase of the size \( q \) of this set, because of huge data sparsity [30]. There are very few methods that are directly suitable for categorical data analysis, e.g., naive Bayes based methods for supervised problems. It means that many widely used and very powerful real-valued techniques cannot be efficiently applied to these tasks. That is why Section 4 aims at finding a method of meaningful transformation of categorical features’ values into real-valued vectors in order to avoid this issue.

2.3.2 Examples of Problems Involving Categorical Features

There are a lot of tasks where objects are described using categorical features. We point out some examples in this section.

Collaborative Filtering. Collaborative filtering is one of the most popular examples [95]. Each object \( x_i \) in the training set is a corresponding user rating description. In the simplest case, each object has two categorical features \( User \) and \( Item \) with target
label $y_i$ which represents the rating of Item set by User. The task is to predict rating scores for objects unseen before. See Section 2.5 for details.

**Web Search.** A lot of existing information retrieval techniques can be improved using the categorical features. For example, the learning to rank task can be generalized to the personalized learning to rank just by adding a single categorical feature User to the features vectors that describe Query-Document pairs [123].

**Natural Language Modelling.** Categorical features are also applied in the natural language processing [50]. For example, the categorical feature Word appears in tasks such as the highly demanded language modelling problem, which requires an estimation of probability $p(w_{t-n+1}, \ldots, w_t)$, where $w_i$ is the word in $i$-th position of a sequence of words with length $n$, which, in turn, is the size of the language model. This task can be viewed as the task with $n$ categorical features [12], and such approach shows high performance in applications.

### 2.3.3 Existing Approaches to Handling Categorical Features

**Naive Encoding.** This work proposes a method that transforms a categorical data matrix $X$ with size $n \times m$ (each column is categorical) into a real matrix $Z \in \mathbb{R}^{n \times m'}$, where $m'$ is a number of features after the transformation. The real-valued matrix $Z$ can be further used with classical machine learning methods.
Let us enumerate categorical feature’s values. There is an example for feature \textit{City}:

\begin{align*}
\text{Moscow} & \rightarrow 1, \\
\text{New York} & \rightarrow 2, \\
\text{Paris} & \rightarrow 3, \\
\text{London} & \rightarrow 4,
\end{align*}

... \rightarrow \ldots.

So we use $\tilde{X} \in \mathbb{N}^{n \times m}$ instead of original $X$.

Indeed, the categorical feature’s values set is unordered, so such simple transformation of categorical features cannot be effectively used with most real-valued machine learning techniques, because a non-existing order of feature values is significantly considered this way. E.g., there is no sense in the inequality \textit{New York} $<$ \textit{London}, but most real-valued machine learning algorithms would take into an account this wrong knowledge.

\textbf{Decision Tree Based Methods.} Decision Trees [17], Random Forests [16] and other Decision Tree based methods can handle categorical features out-of-the-box. They work in the following way. The training process tries to find the optimal split of the dataset into two parts in each node. The best split is the one that increases the purity of the subsets. But it is very computationally expensive to find the optimal split in case of categorical features with a large number of unique values. Actually there are $O(2^{q_j})$ different splits for the $j$-th feature with $q_j$ distinct values. So even if $q_j = 100$, it becomes impossible to find the optimal split because of computational complexity.
**One-Hot Encoding.** A very popular method of transformation of categorical matrix $X$ into real-valued matrix $Z$ is the so-called one-hot encoding [82], also known as Dummy Encoding. Let some $j$-th feature has $q_j$ unique values $\{a_1, ..., a_{q_j}\}$. Then this feature is expanded into $q_j$ new binary features in this way:

$$z_{i,(j,a_k)} = 1[x_{i,j} = a_k], \quad X \in \mathbb{N}^{n \times m}, \quad Z \in \mathbb{R}^{n \times m'}, \quad k \in \{1, ..., q_j\},$$  \hspace{1cm} (28)

where $m' = \sum_{j=1}^{m} q_j$. Here $1[a]$ is an indicator of $a$, i.e.

$$1[a] = \begin{cases} 1, & \text{if } a \text{ is true}, \\ 0, & \text{else}. \end{cases}$$

We get new transformed matrix $Z$ by applying this procedure for every feature of $X$.

Although one-hot transformation is natural and easy to use, it has many drawbacks. The major one is a high increase of object space dimensionality $m'$. Because most of the binary feature values are zeros, it’s especially necessary to use sparse data representation if $m'$ is large. Only a few methods can efficiently work with such representations, e.g., sparse linear methods. Thus, using one-hot encoding leads to significant limitations in choosing further tools of data analysis.

There are many other categorical encoding approaches that are very similar to the one-hot encoding, e.g., dummy encoding, effects encoding and other [45]. They are primarily designed for further using with linear methods. All these approaches have the same drawbacks as the previously discussed one-hot encoding.
**Naive Bayes.** To solve the problem of binary classification with categorical features, a naive multinomial Bayesian classifier can be used. Its main idea is the assumption of probabilistic conditional independence of features. In case of classification, the following class will be predicted:

\[
\arg\max_{y_i} p(y_i|x_i) = \arg\max_{y_i} p(y_i) \prod_{j=1}^{m} p(x_{i,j}|y_i).
\]  

(29)

Since all the multipliers are statistics over discrete and unordered sets (categorical features’ values) then the principle of maximum likelihood provides the following estimation of such multiplier:

\[
p(x_{i,j}|y_i) = \frac{\sum_{k=1}^{n} [y_k = y_i] \cdot 1[x_{i,j} = x_{k,j}]}{\sum_{k=1}^{n} 1[y_k = y_i]}.
\]  

(30)

In this situation, the maximum likelihood principle may have several disadvantages. For example, if some categorical value of \( j \) was not found in the training sample, the algorithm will not be able to calculate \( p(x_{i,j}|y_i) \). In addition, this approach does not take into account the variance of the maximum likelihood estimate. In order to avoid this in practice, an additive smoothing of probabilities [50] is used. It imposes a priori Dirichlet distribution on the parameters of the probabilistic model:

\[
p(x_{i,j}|y_i) = \frac{\sum_{k=1}^{n} (1[y_k = y_i] \cdot 1[x_{i,j} = x_{k,j}]) + \alpha}{\sum_{k=1}^{n} (1[y_k = y_i]) + \alpha},
\]  

(31)

where parameter \( \alpha \) is a smoothing parameter. The greater is the value \( \alpha \), the closer the probability estimates are to the prior probabilities of each class. And conversely, the smaller is \( \alpha \), the closer the probability estimations are to the maximum likelihood.
estimations.

**Factorization Machines.** Factorization Machines (FMs) [90] is the state-of-the-art technique for a modeling recommender data. FMs use polynomial approximation methods and the one-hot encoding. The advantages of FMs are in their scalability and the fact, that they can mimic the most successful approaches for the task of collaborative filtering, including SVD++ [58], PITF [93] and FPMC [92]. Note that FMs is a complete supervised prediction model that can handle categorial features, but it is not a categorical feature transformation method.

### 2.4 Word Embeddings

A short overview of the embeddings methods and their applications was presented in Chapter 1. Two further sections focus on two specific cases: word embeddings and embeddings of users and items in recommender systems.

#### 2.4.1 Overview of Word Embeddings Methods

Word embedding training methods became an essential part of the natural language processing field after the publication of [76], which described the implementation of popular “word2vec” software and gave a significant impact for the whole industry. This work introduced the Skip-Gram and Skip-Gram Negative Sampling embedding models, which could be implemented efficiently and can process big amounts of data. After this, other popular approaches were published, such as GloVe [85]. Moreover, non-negative matrix factorizations are also used to build embeddings [79].

Apart the word-level embeddings, a lot of subword-level embeddings that could analyze the meaning of words by analyzing their parts were introduced, e.g., [14, 19,
In this work, we focus on the classical and one of the most popular approaches — Skip-Gram Negative Sampling.

2.4.2 Skip-Gram Negative Sampling

Skip-Gram Negative Sampling (SGNS) approach to train word embeddings was introduced in [76]. The “negative sampling” approach is thoroughly described in [35], and the learning method is explained in [96]. There are several open-source implementations of SGNS neural network, which is widely known as “word2vec”. \(^\text{12}\)

Assume we have a text corpus given as a sequence of words \(w_1, \ldots, w_n\), where \(n\) may be larger than \(10^{12}\) and \(w_i\) belongs to a vocabulary of words \(V_W\). A context \(c \in V_C\) of the word \(w_i\) is a word from set \(\{w_{i-L}, \ldots, w_{i-1}, w_{i+1}, \ldots, w_{i+L}\}\) for some fixed window size \(L\). Usually, \(V_C\) and \(V_W\) are equal, however in some application they are different (e.g. rare words or contexts are replaced with a special token). Let \(w, c \in \mathbb{R}^d\) be the word embeddings of word \(w\) and context \(c\), respectively. Assume they are specified by the following mappings:

\[
W : V_W \rightarrow \mathbb{R}^d, \quad C : V_C \rightarrow \mathbb{R}^d,
\]

where \(d\) is the dimensionality of the embedding space. The ultimate goal of SGNS word embedding training is to fit good mappings \(W\) and \(C\) or, in other words, to find good embeddings \(w\) and \(c\) for each word \(w\) and context \(c\). Important to note that in a general case, vocabulary of contexts can differ from the vocabulary of words, e.g. we might

\(^1\)Original Google word2vec: https://code.google.com/archive/p/word2vec/
\(^2\)Gensim word2vec: https://radimrehurek.com/gensim/models/word2vec.html
want to consider nouns only. However, in the majority of cases, and in the SGNS case in particular, these two sets are just equal.

Let $D$ be a multiset of all word-context pairs observed in the corpus. In the SGNS model, the probability that word-context pair $(w, c)$ is observed in the corpus is modelled as a following distribution:

$$P(\#(w, c) \neq 0 | w, c) =$$

$$= \sigma(\langle w, c \rangle) = \frac{1}{1 + \exp(-\langle w, c \rangle)},$$

(33)

where $\#(w, c)$ is the number of times the pair $(w, c)$ appears in $D$ and $\langle x, y \rangle$ is the scalar product of vectors $x$ and $y$. Number $d$ is a hyperparameter that adjusts the flexibility of the model. It usually takes values from tens to hundreds.

In order to collect a training set, we take all pairs $(w, c)$ from $D$ as positive examples and $k$ randomly generated pairs $(w, c)$ as negative ones. The number of times the word $w$ and the context $c$ appear in $D$ can be computed as

$$\#(w) = \sum_{c \in V_c} \#(w, c),$$

(34)

$$\#(c) = \sum_{w \in V_w} \#(w, c)$$

(35)

accordingly. Then negative examples are generated from the distribution defined by $\#(c)$ counters:

$$P_D(c) = \frac{\#(c)}{|D|}.$$  

(36)

In this way, we have a model maximizing the following logarithmic likelihood objective
for all word-context pairs \((w, c)\):

\[
l_{w,c}(w, c) = \#(w, c)(\log \sigma(\langle w, c \rangle)) +
\]

\[
+ k \cdot \mathbb{E}_{c \sim P_D} \log \sigma(-\langle w, c' \rangle)),
\]

(37)

where \(k\) is a hyperparameter that controls the weight of the negative class in the model. In order to maximize the objective over all observations for each pair \((w, c)\), we arrive at the following SGNS optimization problem over all possible mappings \(W\) and \(C\):

\[
\begin{align*}
 l &= \sum_{w \in W} \sum_{c \in C} (\#(w, c)(\log \sigma(\langle w, c \rangle)) + \\
 &+ k \cdot \mathbb{E}_{c \sim P_D} \log \sigma(-\langle w, c' \rangle)))
\end{align*}
\]

(38)

Usually, this optimization is done via the stochastic gradient descent procedure that is performed during passing through the corpus \([76, 96]\).

### 2.4.3 SGNS Optimization as Matrix Factorization

As shown in \([70]\), the logarithmic likelihood (38) can be represented as the sum of \(\tilde{l}_{w,c}(w, c)\) over all pairs \((w, c)\), where \(\tilde{l}_{w,c}(w, c)\) has the following form:

\[
\tilde{l}_{w,c}(w, c) = \#(w, c) \log \sigma(\langle w, c \rangle) +
\]

\[
+ k \frac{\#(w)\#(c)}{|D|} \log \sigma(-\langle w, c \rangle).
\]

(39)

A crucial observation is that this loss function depends only on the scalar product \(\langle w, c \rangle\) but not on embeddings \(w\) and \(c\) separately:

\[
\tilde{l}_{w,c}(w, c) = f_{w,c}(x_{w,c}),
\]

(40)
where
\[
f_{w,c}(x_{w,c}) = a_{w,c} \log \sigma(x_{w,c}) + b_{w,c} \log \sigma(-x_{w,c}),
\]
(41)
and \(x_{w,c}\) is the scalar product \(\langle w, c \rangle\), and
\[
a_{w,c} = \#(w, c), \quad b_{w,c} = k \frac{\#(w)\#(c)}{|D|}
\]
(42)
are constants. This means that (38) represents the low-rank factorization problem.

Indeed, denote the size of the words vocabulary \(|V_W|\) as \(n\) and the size of the context words vocabulary \(|V_C|\) as \(m\). Let \(W \in \mathbb{R}^{n \times d}\) and \(C \in \mathbb{R}^{m \times d}\) be low-rank matrices, where each row \(w \in \mathbb{R}^d\) of matrix \(W\) is the word embedding of the corresponding word \(w\) and each row \(c \in \mathbb{R}^d\) of matrix \(C\) is the context embedding of the corresponding context \(c\). Then the optimization problem can be written in the following form:
\[
\sum_{w \in V_W} \sum_{c \in V_C} \hat{l}_{w,c}(w, c) \to \max_{W, C}.
\]
(43)

### 2.4.4 SVD over SPPMI matrix

In order to be able to use out-of-the-box SVD for this factorization task, the authors of [70] proposed the surrogate version of SGNS as the objective function based on a Shifted Positive Pointwise Mutual Information (SPPMI) matrix. There are two general assumptions made in their algorithm that distinguish it from the SGNS optimization:

1. SVD optimizes Mean Squared Error (MSE) objective instead of SGNS loss function.

2. In order to avoid infinite elements in Shifted Pointwise Mutual Information (SPMI) matrix, which results from the SGNS optimization, it is transformed in the ad-hoc
manner (SPPMI matrix is used) before applying SVD. This makes the objective not interpretable in terms of the original task (38). As mentioned in [70], SGNS objective weighs different \((w, c)\) pairs differently, unlike the SVD, which works with the same weight for all pairs and may entail the performance fall. The comprehensive explanation of the relation between SGNS and SVD-SPPMI methods is provided in [53]. Papers [64, 71] give a good overview of highly practical methods to improve these word embedding models.

2.5 Embeddings in Recommender Systems

2.5.1 Collaborative Filtering

Collaborative Filtering (CF) [94] is one of the most widely used approaches to recommender systems. It is based on the analysis of users’ previous activity (likes, watches, skips, etc. of items) and discovering hidden relations between users and items. Compared to other recommender system approaches, conventional Collaborative Filtering methods do not analyze any domain-specific context of users/items [98], such as explicit user and item profiles, items’ text descriptions or social relations between users. Therefore, they are domain- and data-independent and can be applied to a wide range of tasks, which is their major advantage.

2.5.2 Implicit and Explicit Feedback

There are different types of user feedback [60]: explicit and implicit. Explicit feedback supposes every single user rates only a small set of items and ratings for other items are unknown. That means that the rating matrix is sparse. For example, explicit feedback may be convenient in cases when there are both positive and negative feedback, e.g.,
likes and dislikes. Implicit feedback implies that any user action can be viewed as feedback: e.g., skips, likes, purchases, views, playbacks, etc. [81, 49]. Actually, an absence of any actions related to a particular item can be considered as feedback as well, and therefore the rating matrix may be dense.

2.5.3 Latent Factor Models

Among CF methods, matrix factorization techniques [59, 60] offer the most competitive performance [25] and usually outperforms popular neighborhood methods [59]. Latent Factor Models map users and items into a latent factor space of $d$-dimensional embeddings which contains information about preferences of users w.r.t. items. The mapping is provided by a low-rank approximation of the rating matrix $R \in \mathbb{R}^{n \times m}$ where one dimension represents $n$ users, another dimension represents $m$ items of interest and entries represent user feedback on items. An unknown relevance of a particular item that would be assigned by a particular user can be estimated by the scalar product of their embeddings (latent vectors).

The question is how to find a good factorization of a rating matrix. In case of explicit feedback, the most popular approach for sparse matrix factorization is Alternating Least Squares (ALS) method [11]. Its principal idea is based on componentwise optimization through factors that can be reduced to the least squares estimation. Sometimes, the absence of any actions can be viewed as negative feedback with a small weight and, in this case, the method for low-rank approximation is called Implicit Alternating Least Squares (IALS) [49].
2.5.4 PureSVD

A very popular and natural way to extract latent vectors from the data is to use classic truncated sparse Singular Value Decomposition (SVD) of the rating matrix, which is also called PureSVD in the recommender literature [25]:

\[ R \approx PQ^\top, \quad P \in \mathbb{R}^{n \times d}, \quad Q \in \mathbb{R}^{m \times d}. \]  

(44)

This approach assumes that all values in the rating matrix are known, but a lot of them are equal to zero (actually, all entries with unknown ratings). In terms of popular ranking measures, this approach performs better than other popular methods such as SVD++ [25].

This factorization can be interpreted as follows. Every user \( u \) has a low dimensional embedding \( p_u \in \mathbb{R}^d \), a row in the matrix \( P \), and every item \( i \) has an embedding \( q_i \in \mathbb{R}^d \), a row of the matrix \( Q \). As a result, PureSVD method provides an approximation \( \tilde{r}_{ui} \) of the unknown rating for a pair \( (u, i) \), which is computed as the scalar product of the embeddings: \( \tilde{r}_{ui} = \langle p_u, q_i \rangle \).

2.5.5 Cold-Start Problem

Since Collaborative Filtering approaches use only user behavioral data for predictions, but not any domain-specific context of users/items, they cannot generate recommendations for new cold users or cold items which have no ratings so far.

There are various approaches to cold start problem proposed in the literature. Additional context information (e.g., category labels [126] or all available metadata [10]) may be used. Moreover, there is a class of methods that use adaptive tree-based ques-
tionnaires to acquire the initial information about new users [34, 40, 51, 52, 108, 131]. Moreover, the cold start problem can be viewed from the exploration-exploitation trade-off point of view [3, 130]. The methods from [24, 55] analyze the performance of CF methods w.r.t. the number of known ratings for a user. This work, in turn, focuses on the most popular type of approaches called Rating Elicitation.

2.5.6 Cold Objects Embeddings with Rating Elicitation

A very common approach to solve this cold-start problem [99], called rating elicitation, is to explicitly independently ask cold users to rate a small representative seed set of items or to ask a representative seed set of users to rate a cold item [33, 34, 72]. These obtained ratings, in turn, could be used as an embedding of a cold user or a cold item.

The rating elicitation methods, such as [6, 33, 72, 87], are based on the same common scheme, which is introduced in this section. Suppose we have a system that contains a history of users’ ratings for items, where only a few items may be rated by a particular user. Denote the rating matrix by $R \in \mathbb{R}^{n \times m}$, where $n$ is the number of users and $m$ is the number of items, and the value of its entry $r_{ui}$ describes the feedback of user $u$ on item $i$. If the rating for pair $(u, i)$ is unknown, then $r_{ui}$ is set to 0. Without loss of generality and due to the space limit, the following description of the methods is provided only for the user cold start problem. Without any modifications, these methods for the user cold start problem can be used to solve the item cold start problem after the transposition of matrix $R$.

Algorithm 2 presents the general scheme of a rating elicitation method. Such procedures ask a cold user to rate a seed set of representative items with indices $k \in \mathbb{N}^{L_0}$ for modeling his preference characteristics, where $L_0$, called budget, is a parameter of the
rating elicitation system.

**Algorithm 2** Rating elicitation for user cold start problem

**Require:** Warm rating matrix $R \in \mathbb{R}^{n \times m}$, cold user, budget $L_0$

**Ensure:** Predicted ratings of the cold user for all items

1: Compute indices $k \in N^{L_0}$ of representative items that form a seed set
2: Elicit ratings $z' \in \mathbb{R}^{1 \times L_0}$ of the cold user on items with indices $k$
3: Predict ratings of the cold user for all items $z \in \mathbb{R}^{1 \times m}$ using $z'$
4: return $z$

The performance of a rating elicitation procedure and the performance of the obtained embeddings should be measured using a quality of predictions $z$. For this purpose, we use ranking measures (such as Precision@k), which are well suitable for CF task (see Section 6.6 for details).

### 2.5.7 Rating Elicitation Methods

**Scoring Methods.** The simplest method to find a good seed set is to rank users or items by some ad-hoc score which shows how representative they are and take the top ranked entities as a seed set [87, 88, 125, 127]. An obvious drawback of such methods that is avoided in the approach is that these elements are taken from the seed set independently, and diversity of the selected elements is limited [33].

**GreedyExtend.** Among scoring methods, the most straightforward method is the GreedyExtend approach [33]. Unfortunately, the brute force manner of GreedyExtend implies very high computational costs. Hence, it is hardly scalable, in contrast to the approaches that are empirically compared in this work. This method greedily adds the item $i$ to the current seed set of indices $k \in N^L$ that maximizes the target quality measure. The search of the best $i$ is computed in a brute force manner, i.e. the algorithm iteratively adds the best item into the seed set: $k \leftarrow [k, i]$, where $i = \arg\min_{i \notin k} F([k, i'])$ and
\( \mathcal{F}([k, i']) \) is the quality measure of recommendations generated using the seed set indices \([k, i']\). The authors of this method reported the results only for an approach that uses similarities of items to predict the ratings via the seed set ratings. More effective linear approach described in Section 6.2 costs \( O(Lnm) \), where \( L \) is a current length of \( k \). At each step, the least squares solution is computed for almost all items, i.e., \( O(m) \) times. Since the algorithm has \( L_0 \) such steps, the total complexity is \( O(L_0^2nm^2) \) (more than \( 10^{16} \) operations for the Netflix dataset and the seed set size \( L_0 = 10 \)). Therefore, we do not use this method in the experiments.

Further, in this section, we overview the methods that aim at a selection of a diverse seed set and that have better performance.

**Backward Greedy Selection.** Another class of methods of searching for diverse representatives is based on the factorization of the rating matrix. Since the selection of user or item representatives is equivalent to selecting a submatrix of the corresponding factor, these algorithms seek for the submatrix that maximizes some criterion. One such approach, called Backward Greedy Selection [6], solves only the item cold start problem, but not the user one. This method is based on the techniques for transductive experimental design introduced in [122]. To get the seed set, it greedily removes users from a source user set in order to get a good seed set minimizing the value \( \text{Trace}\left((SS^T)^{-1}\right) \), where \( S \in \mathbb{R}^{d \times L} \) is a submatrix in the items’ factor \( Q \in \mathbb{R}^{d \times m} \) of a rank-\( d \) decomposition. Each deletion of an item requires an iterative lookup of all the items in the data, where each iteration costs \( O(d^2L) \). So, one deletion takes \( O(d^2Lm) \) operations. Assuming that \( L_0 \ll m \), the whole procedure takes \( O(d^2m^3) \) operations, which is too expensive to be computed on real-world datasets (the authors have selected a small subset of users to perform their evaluation).
2.5.8 Representative Based Matrix Factorization

In this section, we focus on a one more rating elicitation algorithm of seeking for a set of representative items that relies on the following intuitions. First, such algorithm should not select items, if they are not popular and thus cover preferences of only a small non-representative group of users. That means that the latent vectors from the seed set should have large norms. Second, the algorithm has to select diverse items that are relevant to different users with different tastes. This can be formalized as choosing latent vectors that are far from being collinear. The requirements can be met by searching for a subset of columns of $Q$ that maximizes the volume of the parallelepiped spanned by them. This intuition is demonstrated in Figure 4, which captures a two-dimensional latent space and three seed sets. The volume of each seed set is proportional to the area of the triangle built on the corresponding latent vectors. The dark grey triangles have small volumes (because they contain not diverse vectors or vectors with small length) and hence correspond to bad seed sets. Contrariwise, the light gray triangle has a large volume and represents a better seed set.

The method presented in [72], called Representative Based Matrix Factorization (RBMF), uses this intuition. It uses maximal-volume concept and the Maxvol algorithm [37] for searching the most representative rows or columns in the factors of a CF factorization. This approach is highly efficient and more accurate than all other competitors, but it also has one significant limitation. It must use the same rank of factorization as the desired number of representative users or items for the seed set. This work proposes a generalization of Maxvol that allows using different rank values. It often leads to a better recommendation accuracy, as shown in Section 6.6.
An illustration of the intuition behind Maxvol for searching the seed set: correlated or short embeddings form a triangles (dark grey) with a smaller volume.

2.6 Chapter Summary

This chapter overviewed existing approaches to train word embeddings and embeddings of cold users and items from recommender data. Also, this chapter introduced all background required to understand the existing and new embedding methods described in the work. In the following chapter, we are going to discuss a general framework to train embeddings using low-rank matrix factorizations.
3 Matrix Factorization Framework to Train Embeddings

3.1 Framework

Low-rank matrix factorization techniques are widely used to build embeddings, even though sometimes the obtained low-dimensional object representations are not called “embeddings”. We formalized the common ideas behind this folklore knowledge [111] and call this formalization a framework. Using this framework, we also develop new methods that are proposed in the thesis. The framework procedure consists of 2 steps:

**Step 1.** Let say, we want to build embeddings of some objects (e.g. words, users, etc). Denote the number of these objects as \( n \). And then we need to construct descriptions (features) of these objects. As a result, matrix \( X \in \mathbb{R}^{n \times m} \) should be obtained, where \( m \) is a number of features.

**Step 2.** After this, we need to define an algorithm to factorize matrix \( X \) into two factors \( P \) and \( Q \). In the most popular case, if some matrix loss-function \( \rho(\cdot, \cdot) \) is used, the factorization algorithm is equal to solving the following optimization problem:

\[
\rho(X, PQ^\top) \rightarrow \min_{P,Q},
\]

\[
\text{s.t. } P \in \mathbb{R}^{n \times d}, \ Q \in \mathbb{R}^{m \times d}.
\]  \hspace{1cm} (45)

The obtained matrix \( P \in \mathbb{R}^{n \times d} \) represents \( d \)-dimensional embeddings of each of \( n \) objects. After obtaining these embeddings, it becomes possible to measure their performance (see Section 1.3 for details).

Further sections show how the existing approaches and methods developed within
the thesis suit to this framework.

3.2 **How Existing Embedding Approaches Fit to Framework**

First of all, let us demonstrate how some of the existing methods fit to the framework described above.

3.2.1 **Principal Component Analysis**

Well-known Principal Component Analysis (PCA, also called Karhunen-Loève transformation) [30] dimensionality reduction procedure naturally fits to the framework above.

**Step 1.** Objects’ descriptions are defined by the PCA task.

**Step 2.** Matrix factorization solves the optimization problem defined by Equation (45), where loss function \( \rho(A, B) = \|A - B\|_F \) is used. Since SVD provides the optimal solution of this problem, it is usually used to perform PCA.

3.2.2 **Text Embeddings via Latent Semantic Analysis**

Latent Semantic Analysis (LSA) [66] is a particular case of PCA:

**Step 1.** Objects are texts and they are described by Bag of Words representation [128] with TF-IDF statistics.

**Step 2.** Loss function \( \rho(A, B) = \|A - B\|_F \) is used for factorization.

3.2.3 **Text Embeddings via Probabilistic Latent Semantic Analysis**

Probabilistic Latent Semantic Analysis (PLSA) [48] solves the problem similar to LSA. The only difference is the loss function \( \rho \) used in the optimization.
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3.2.4 Word Embeddings via SVD over SPPMI Matrix

The work [70] describes the method to train word embeddings using low-rank factorization of SPPMI matrix. Here is how it fit to the framework:

**Step 1.** Objects are natural language words. Their features are Shifted Positive Pointwise Mutual Information [70] of co-occurrences frequencies with other words within a same context.

**Step 2.** Loss function $\rho(A, B) = ||A - B||_F$ is used to perform the matrix factorization.

3.2.5 Users or Items Embeddings via PureSVD Recommender

PureSVD recommender approach learns users’ and items’ embedding via low-rank factorization of the rating matrix (see section 2.5 for details). This is how PureSVD fit the framework in case of user embeddings:

**Step 1.** Each user is described by ratings of films that he/she rated, and unknown ratings are filled with zeros.

**Step 2.** Loss function $\rho(A, B) = ||A - B||_F$ is used to perform the factorization.

3.2.6 Representative Based Matrix Factorization

As shown in Section 2.5.6, the cold start problem in recommenders could be solved by the rating elicitation procedure that obtains an embedding of a cold user (or, symmetrically, a cold item). This is how the Representative Based Matrix Factorization (RBMF) fits to the framework:
Step 1. Each user is described by ratings of films that he/she rated, and unknown ratings are filled with zeros.

Step 2. The rating matrix is factorized using the pseudo-skeleton approach, which means that users’ embeddings consists of ratings for a small seed set of representative items.

3.3 How Developed Methods Fit Framework

This work focuses on developing new methods to train embeddings in accordance with the framework described above. In this section, you can find how the developed methods suit to the framework.

3.3.1 Building Embeddings of Categorical Features’ Values

Chapter 4 is introduces a method to transform categorical (discrete) feature values into real value embeddings that could be trained in the unsupervised fashion. This is how the developed method fits the framework described above:

Step 1. Embedded objects are the values of categorical features. Each categorical feature’s value is described by a vector of co-occurrence frequencies with another categorical feature’s values. So each categorical feature’s value has as many embeddings as is the number of the rest categorical features in the dataset.

Step 2. The factorization algorithm (45) uses various $\beta$-divergency loss functions. The performance of the embeddings is evaluated as a performance of simple supervised learning tasks where these embeddings are used instead of original categorical features’ values.
3.3.2 Riemannian Optimization for Training Skip-Gram Negative Sampling Word Embeddings

Skip-Gram Negative Sampling (SGNS) word embedding model, well known by its implementation in “word2vec” software, is usually optimized by stochastic gradient descent. However, the optimization of SGNS objective can be viewed as a problem of searching for a good matrix with the low-rank constraint. The most straightforward way to solve this type of problems is to apply Riemannian optimization framework to optimize the SGNS objective over the manifold of required low-rank matrices. Chapter 5 proposes an algorithm that optimizes SGNS objective using Riemannian optimization and demonstrates its superiority over popular competitors.

This is how the developed method fits the framework described above:

Step 1. Objects are natural language words. Each word is described by a vector of co-occurrence frequencies of encountering this word within the same context with any other word from the dictionary.

Step 2. This work reformulated the original algorithm training Skip-gram Negative Sampling embeddings as a two-steps procedure, where the first step naturally fits to the Riemannian optimization approach, which we successfully applied. The second step, in turn, decomposes an obtained low-rank solution into two factors $W$ and $C^T$. We used standard datasets to evaluate the performance of such embeddings.

3.3.3 Obtaining Cold User and Item Embeddings in Recommender Systems

The cold start problem in Collaborative Filtering can be solved by asking new users to rate a small seed set of representative items or by asking representative users to
rate a new item (see Section 2.5 for details). The question is how to build a seed set that can give enough preference information for making good recommendations. Chapter 6 introduces a fast algorithm for an analytical generalization of the existing approach (RBMF) based on Maxvol algorithm, which we call Rectangular Maxvol.

This is how the developed method fits the framework described above:

**Step 1.** Objects are users (or items) including cold ones. Each user (item) is described by a vector of ratings that he left for all items (that were left by all users). Unknown ratings are filled with zeros according to the PureSVD approach.

**Step 2.** The novel pseudo-skeleton factorization algorithm is applied to select a seed set, and ratings from the seed set form embeddings of cold objects. The performance of these embeddings is evaluated as a performance of recommendations based on them.

As you can see, the approaches introduced in this thesis also naturally fit the framework described above.

### 3.4 Chapter Summary

This chapter formalized a general framework that allows to train embeddings using low-rank matrix factorizations. It was shown that this framework comprises existing embedding approaches and the new methods developed in this thesis. Three following chapters introduce these novel methods.
4 Building Embeddings of Categorical Features’ Values

4.1 Section Overview

Most of existing machine learning techniques can handle objects described by real but not categorical features. This chapter introduces a simple unsupervised method to transform categorical features’ values into real-valued embeddings. It is based on low-rank approximations of co-occurrence matrices of categorical features’ values. Once object’s categorical features are transformed into real-valued, any common real-valued machine learning technique can be applied for further data analysis. We tested our approach in several supervised learning problems with categorical features. The experiments show that the combination of the proposed features transformation method with a common real-valued supervised algorithm (classical Random Forest predictor) leads to the results that are comparable to the state-of-the-art approaches that are able to handle categorical features out-of-box, such as Factorization Machines.

4.2 Proposed Methods

4.2.1 Transformation Using Direct Feature Value Frequencies

Suppose we have training data matrix $X$ with size $n \times m$ that describes $n$ objects with $m$ features, and all features are categorical. In this section, we construct the method that transforms each pair of features into a new real-valued feature using categorical features’ values co-occurrence frequencies, which contain essential information about the internal dataset structure.

Let us denote a transformed real-valued matrix as $Z \in \mathbb{R}^{n \times m'}$, where each row corresponds to an object from $X$, all categorical features’ values of $X$ are replaced with
real-valued ones and $m'$ is the dimensionality of the new feature space. Then we can compute every new feature $j_3$ of dataset $Z$ that corresponds to every pair of categorical features $j_1$ and $j_2$ of initial dataset $X$ as their co-occurrence value frequency:

$$z_{i,j_3} = \frac{1}{n} \sum_{k=1}^{n} 1[x_{i,j_1} = x_{k,j_1}] \cdot 1[x_{i,j_2} = x_{k,j_2}], \quad j_3 \in \{1, \ldots, m'\},$$  \tag{46}$$

where

$$m' = \frac{m(m-1)}{2}. \tag{47}$$

This new matrix $Z$ contains only real-valued features and such transformation keeps the statistical information about “interactions” [91] between pairs of the categorical features.

Note that this transformation is unsupervised because it does not require target object labels $y$. In other words, this transformation considers a generative structure of the object space and can be used for a wide range of machine learning tasks.

4.2.2 Low-Rank Frequency Approximations

In this section, we propose another categorical features transformation approach that is a modification of the previously discussed method. Instead of using the co-occurrence frequencies of feature values explicitly, we propose to use low-rank approximations of these values.

Let us denote the unique values of features $j_1$ and $j_2$ as $\{a_k\}_{k=1}^{q_1}$ and $\{b_l\}_{l=1}^{q_2}$ respectively. Then we can construct matrix $G \in \mathbb{R}^{q_1 \times q_2}$ of co-occurrence features’ values frequencies:

$$g_{k,l} = \frac{1}{n} \sum_{i=1}^{n} 1[x_{i,j_1} = a_k] \cdot 1[x_{i,j_2} = b_l]. \tag{48}$$
Then, we can approximate matrix $G$ as a product of two matrices with low rank $d$, where $d \leq q_{j_1}, d \leq q_{j_2}$:

$$G \approx PQ^\top, \quad P \in \mathbb{R}^{q_{j_1} \times d}, \quad Q \in \mathbb{R}^{q_{j_2} \times d}. \quad (49)$$

Let us denote rows of $P$ and $Q$ corresponding to the values $a$ and $b$ of the $j_1$-th and $j_2$-th features of $X$ respectively as $P[a, :] \in \mathbb{R}^d$ and $Q[b, :] \in \mathbb{R}^d$. So the scalar product of vectors $P[a, :]$ and $Q[b, :]$ is an approximated co-occurrence frequency of pair $(a, b)$. Using this transformation for every pair of the features, we can get new transformed matrix $Z \in \mathbb{R}^{n \times m'}$:

$$z_{i,j_3} = \langle P[x_{i,j_1}, :], Q[x_{i,j_2}, :] \rangle, \quad j_3 \in \{1, ..., m'\},$$

where

$$m' = \frac{m(m-1)}{2}. \quad (51)$$

The scheme of this transformation process is illustrated in Figure 5. The usage of low-rank factorizations provides the reduction of the transformation model parameters number from quadratic $O(q_{j_1} \cdot q_{j_2})$ to linear $O(d \cdot (q_{j_1} + q_{j_2}))$, that is why this approach is helpful in avoiding extra overfitting. Note that since many elements of $G$ equal to zero, usually it is computationally efficient to use low-rank factorization algorithms that work with sparse matrices [8].

### 4.2.3 Embeddings Based on Low-Rank Approximations

Vectors $P[a, :]$ and $Q[b, :]$ can be used as embeddings of categorical features’ values $a$ and $b$, which are based on the information about their co-occurrence with other categorical features’ values. They may be used explicitly for feature encoding instead of scalar
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Figure 5: Scheme of using low-rank feature value frequency approximations for transformation categorical features of matrix \( X \) into real-valued features of \( Z \).
multiplication, as it was done in the previous section. In this case, $2d$-dimensional set $j_3$ of new transformed features’ values of $Z \in \mathbb{R}^{n \times m'}$ consists of the following embeddings concatenation:

$$Z[i,j_3] = \text{concat}(P[x_{i,j_1,:}], Q[x_{i,j_2,:}]), \quad j_3 \in \{1, ..., m'\}, \quad (52)$$

where

$$m' = 2d \cdot \frac{m(m-1)}{2} = dm(m-1). \quad (53)$$

Thus, every pair of features is transformed into new $2d$ real features, or, in other words, each feature value is replaced with a $d(m-1)$-dimensional embedding. This approach is unsupervised as well. The scheme of this process for all features is illustrated in Figure 6.

### 4.3 Experiments

We implemented three categorical feature transformation methods proposed in Section 4.2 using [8] and [28]. In order to measure the performance of any categorical features’ values embedding approach, we use it in several supervised learning tasks for categorical features transformation and train the Random Forest real-valued supervised learning method using the transformed real-valued dataset. Its performance indicates the performance of the embedding approach. Some of the existing algorithms that can handle categorical features out-of-the-box (without transforming them into real-valued) were used in the experiments as baselines: Factorization Machines, sparse logistic regression, Naive Bayes.
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Figure 6: Схема использования низкоранговых значений оценки признаков для преобразования категорических признаков.
4.3.1 Datasets

We use two supervised datasets in the experiments. The first dataset was published at the international data mining competition Amazon.com – Employee Access Challenge\(^2\), which was held in 2013. We call this dataset shortly Amazon in the work. It represents a binary classification task. The training set has 32769 objects and approximately 94% of them belong to class 1, other objects belong to class 0. Each object corresponds to an employee access request to some resource. The target label shows whether the corresponding request was approved by a supervisor or not. The task is to provide a model that would automatically predict the probability of approval.

Every object has a categorical feature description: Employee ID, Resource ID, Department ID, etc (9 features in total). The number of unique values of each feature is shown in Table 1.

<table>
<thead>
<tr>
<th>Number of the feature</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unique values</td>
<td>7518</td>
<td>4243</td>
<td>128</td>
<td>177</td>
<td>449</td>
<td>343</td>
<td>2358</td>
<td>67</td>
<td>343</td>
</tr>
</tbody>
</table>

Table 1: Number of unique values for every feature in Amazon dataset

The second dataset is Movie Lens 100K\(^3\). We call it shortly Movie Lens. The dataset provides 100000 user-film ratings, and each rating is described by the following categorical features: User ID, Item ID, User social information (several features), Genre information. The original dataset includes many binary indicators corresponding to the films genres (each film can have several genres). We merged these genre indicators together into a new categorical feature, where each unique value corresponds to a unique genre combination. The target object label is binary and represents whether a corresponding rating equals to 5 or not. Approximately 64% of the objects belong to the

\(^2\)https://www.kaggle.com/c/amazon-employee-access-challenge
\(^3\)https://grouplens.org/datasets/movielens/100k/
class 1. The number of unique values of every feature is shown in Table 2.

<table>
<thead>
<tr>
<th>Number of the feature</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of unique values</td>
<td>943</td>
<td>1682</td>
<td>2</td>
<td>21</td>
<td>795</td>
<td>216</td>
</tr>
</tbody>
</table>

Table 2: Number of unique values for every feature in Movie Lens dataset

### 4.3.2 Prediction Quality Estimation

Let us have true label vector \( y \in \{0, 1\}^n \) and vector of predictions \( \tilde{y} \in [0, 1]^n \) (e.g. it can be estimated probabilities of belonging to the class 1). The performance of predictions is computed as the area under the ROC-curve (AUC-ROC) \([30]\).

We use the cross-validation technique to estimate the performance. We set 7-fold cross-validation for the Amazon dataset and 5-fold for the Movie Lens dataset. The cross-validated performance results of different algorithms are compared using Mann-Whitney U statistical test \([74]\) with \( p \)-value bounded by 0.05 for statistical significance.

### 4.3.3 Results of the Experiments

The experiments show that the transformation based on low-rank embeddings (Section 4.2.3) is the most effective approach among the proposed ones. The performance of rank-10 transformations combined the Random Forest classifier is presented in Table 3. Also, you can see the results for the baselines. All the results are statistically significantly different, which is proved by Mann-Whitney U test.

First of all, from the table, we can see that the simple enumeration of categorical values provides very poor results. Also, we can note that the transformation approach in combination with Random Forest (see Section 2.2 for details) leads on the Amazon dataset and inferiors on Movie Lens. However, this advantage is expected because Fac-
torization Machines (see Section 2.2 for details) are designed as a recommender method, so it is natural that they show better results on the specific domain dataset Movie Lens. Summing it up, the proposed transformation approach combined with the popular Random Forest predictor allows us to get the performance comparable to the state-of-the-art.

Figure 7 shows the dependency of the prediction performance on the rank $d$ of matrix approximation on the Amazon dataset. According to the results, it is not necessary to use rank much more than 10. The situation with the Movie Lens dataset is quite similar.

Another question is the choice of the matrix similarity measure used in low-rank matrix factorizations. All results above use the Frobenius norm as this measure. Figure 8 shows the dependence of AUC-ROC score on the parameter $\beta$ in $\beta$-divergency. We see that the optimization of Kullback-Leibler divergence ($\beta \to 1$) gives more precise results than the Frobenius norm optimization ($\beta = 2$). But the optimization of Kullback-Leibler divergence works much slower (more than $10^4$ times slower) than the Frobenius norm optimization, because of efficient implementations of sparse SVD. That is why, we were not able to compute results for the Amazon dataset in case of the KL-divergence. Anyway, the obtained results are promising even in case of using Frobenius norm.

We also did not compare our approach to the industrial algorithm CatBoost\(^4\) by Yandex, which focuses on processing categorical data, because it was developed much later that the current research was conducted and published.

\(^4\)https://github.com/catboost/catboost
<table>
<thead>
<tr>
<th>Method</th>
<th>Amazon</th>
<th>Movie Lens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct frequency transformation + RF</td>
<td>0.8503</td>
<td>0.7597</td>
</tr>
<tr>
<td>Low-rank approximated transformation + RF</td>
<td>0.8472</td>
<td>0.7539</td>
</tr>
<tr>
<td><strong>Low-rank latent transformation + RF</strong></td>
<td><strong>0.8817</strong></td>
<td><strong>0.7702</strong></td>
</tr>
<tr>
<td>Low-rank latent transformation + SVM</td>
<td>0.8442</td>
<td>0.7174</td>
</tr>
<tr>
<td>Simple numeration + RF</td>
<td>0.5703</td>
<td>0.5311</td>
</tr>
<tr>
<td>Sparse logistic regression</td>
<td>0.8691</td>
<td>0.7958</td>
</tr>
<tr>
<td>Smoothed naive Bayes</td>
<td>0.8776</td>
<td>0.7744</td>
</tr>
<tr>
<td><strong>Factorization machines</strong></td>
<td>0.8765</td>
<td><strong>0.8116</strong></td>
</tr>
</tbody>
</table>

Table 3: Comparison of proposed and existing approaches in terms of AUC-ROC performance measure. All performance differences are statistically significant.

Figure 7: Dependence of AUC-ROC on parameter $d$ with $2\sigma$ errorbar on Amazon dataset.
Figure 8: Dependence of AUC-ROC on parameter $\beta$ with 2σ errorbar on Movie Lens dataset.

4.4 Chapter Summary

This chapter introduced a domain-independent method of unsupervised transformation of categorical features values into real-valued embeddings that are obtained from low-rank factors. Categorical data transformed in this way can be efficiently analyzed by common real-valued machine learning techniques. In order to demonstrate the performance of this embedding approach, it was shown that the categorical features transformation method based on the proposed embeddings and combined with widely used Random Forest binary classifier leads to the results comparable to the state-of-art approaches that can handle categorical features, such as Factorization Machines. Besides the binary classification problem, the proposed unsupervised embeddings can also be used for regression, multiclass classification, cluster analysis and many other machine learning problems.
5 Riemannian Optimization for Training Skip-Gram Negative Sampling Word Embeddings

5.1 Section Overview

In this chapter, we consider the problem of embedding words into a low-dimensional space in order to measure the semantic similarity between them. As an example, how to find whether the word “table” is semantically more similar to the word “chair” than to the word “sky”? That is achieved by constructing a low-dimensional vector representation for each word and measuring the similarity between the words as the similarity between the corresponding vectors. The dimensionality of this embedding space is a hyperparameter of the embedding training problem.

One of the most popular word embedding models [76], described in Section 2.4.2, is a discriminative neural network that optimizes Skip-Gram Negative Sampling (SGNS) objective (see Equation (38)). It aims at predicting whether two words can be found close to each other within a text. As shown in Section 5.2, the process of word embeddings training using SGNS can be divided into two general steps with clear objectives (in this chapter, we use the matrix factorization notation that is standard in the literature and different from the rest of the thesis):

**Step 1.** Search for a low-rank matrix $X$ that provides a good SGNS objective value;

**Step 2.** Search for a good low-rank representation $X = WC^T$ in terms of linguistic metrics, where $W$ is a matrix of word embeddings and $C$ is a matrix of so-called context embeddings.

Unfortunately, most previous approaches mixed these two steps into a single one, which
entails a not completely correct formulation of the optimization problem. For example, popular approaches to train embeddings (including the original “word2vec” implementation) do not take into account that the objective from Step 1 depends only on the product $X = WC^\top$: instead of straightforward computing of the derivative w.r.t. $X$, these methods are explicitly based on the derivatives w.r.t. $W$ and $C$, which complicates the optimization procedure. Moreover, such approaches do not take into account that parametrization $WC^\top$ of matrix $X$ is non-unique and Step 2 is required. Indeed, for any invertible matrix $S$, we have

$$X = W_1C_1^\top = W_1SS^{-1}C_1^\top = W_2C_2^\top,$$  \hspace{1cm} (54)

therefore, solutions $W_1C_1^\top$ and $W_2C_2^\top$ are equally good in terms of the SGNS objective but entail different cosine similarities between embeddings and, as a result, different performance in terms of linguistic metrics (see Section 5.4.2 for details).

A successful attempt to follow the described above steps, which outperforms the original SGNS optimization approach in terms of various linguistic tasks, was proposed in [70]. In order to obtain a low-rank matrix $X$ on Step 1, this method reduces the dimensionality of Shifted Positive Pointwise Mutual Information (SPPMI) matrix via Singular Value Decomposition (SVD). On Step 2, it computes embeddings $W$ and $C$ via a simple formula that depends on the factors obtained by SVD. However, this method has one important limitation: SVD provides a solution to a surrogate optimization problem, which has no direct relation to the SGNS objective. In fact, SVD minimizes the Mean Squared Error (MSE) between $X$ and SPPMI matrix, which does not lead to minimization of SGNS objective in general (see Section 2.4.4 and Section 4.2 in [70] for details).
These issues bring us to the main idea of the work: while keeping the low-rank matrix search setup on Step 1, optimize the original SGNS objective directly. This leads to an optimization problem over matrix $X$ with the low-rank constraint, which is often [77] solved by applying Riemannian optimization framework [112]. In the work, we use the projector-splitting algorithm [73] (see Section 2.1.4 for details), which is easy to implement and has low computational complexity. Of course, Step 2 may be improved as well, but we regard this as a direction of future work.

As a result, the approach achieves the significant improvement in terms of SGNS optimization on Step 1 and, moreover, the improvement on Step 1 entails the improvement on Step 2 in terms of linguistic metrics. That is why the proposed two-step decomposition of the problem makes sense, which, most importantly, opens the way to applying even more advanced approaches based on it (e.g., more advanced Riemannian optimization techniques for Step 1 or a more sophisticated treatment of Step 2).

To summarize, the main contributions of this chapter are:

- we reformulated the problem of SGNS word embedding learning as a two-step procedure with clear objectives;

- For Step 1, we developed an algorithm based on Riemannian optimization framework that optimizes SGNS objective over low-rank matrix $X$ directly;

- The algorithm outperforms state-of-the-art competitors in terms of SGNS objective and the semantic similarity linguistic metric [70, 76, 100].
5.2 Problem Setting

5.2.1 Matrix Notation of the Problem

Relying on the prospect proposed in [70], let us show that the SGNS optimization problem given by (38) from Section 2.4.2 can be considered as a problem of searching for a matrix that maximizes a certain objective function and has the rank-$d$ constraint (Step 1 in the scheme described in Section 5.1). In the current section, we use the same notation as introduced in Section 2.4.2.

Denote the size of the words vocabulary $|V_W|$ as $n$ and the size of the context words vocabulary $|V_C|$ as $m$. Let $W \in \mathbb{R}^{n \times d}$ and $C \in \mathbb{R}^{m \times d}$ be matrices, where each row $w \in \mathbb{R}^d$ of matrix $W$ is the word embedding of the corresponding word $w$ and each row $c \in \mathbb{R}^d$ of matrix $C$ is the context embedding of the corresponding context $c$. Then the elements of the product of these matrices

$$X = WC^\top$$

(55)

are the scalar products $x_{w,c}$ of all pairs $(w, c)$:

$$X = (x_{w,c}), \quad w \in V_W, c \in V_C.$$  

(56)

Note that this matrix has rank $d$, because $X$ equals to the product of two matrices with sizes $(n \times d)$ and $(d \times m)$. Now we can write SGNS objective given by (38) as a function of $X$:

$$F(X) = \sum_{w \in V_W} \sum_{c \in V_C} f_{w,c}(x_{w,c}), \quad F : \mathbb{R}^{n \times m} \to \mathbb{R},$$  

(57)
where
\[
f_{w,c}(x_{w,c}) = l_{w,c}(w, c) = \#(w, c) \log \sigma(\langle w, c \rangle) + \\
+ \frac{k \#(w) \#(c)}{|D|} \log \sigma(-\langle w, c \rangle).
\] (58)

This arrives us at the following proposition:

**Proposition 1.** *SGNS optimization problem given by (38) can be rewritten in the following constrained form:

\[
\begin{align*}
\text{maximize} & \quad F(X), \\
\text{subject to} & \quad X \in \mathcal{M}_d,
\end{align*}
\] (59)

where \(\mathcal{M}_d\) is the manifold \([112]\) of all matrices in \(\mathbb{R}^{n \times m}\) with rank \(d\):

\[
\mathcal{M}_d = \{ X \in \mathbb{R}^{n \times m} : \text{rank}(X) = d \}.
\] (60)

The key idea of this chapter is to solve the optimization problem given by (59) via the framework of Riemannian optimization, which we introduce in Section 2.1.4.

Important to note that this prospect does not suppose the optimization over parameters \(W\) and \(C\) directly. This entails the optimization in the space with \(((n + m - d) \cdot d)\) degrees of freedom \([78]\) instead of \(((n + m) \cdot d)\), which simplifies the optimization process (see Section 5.5 for the experimental results).

### 5.2.2 Computing Embeddings from a Low-Rank Solution

Once \(X\) is found, we need to recover \(W\) and \(C\) such that \(X = WC^\top\) (Step 2 in the scheme described in Section 5.1). This problem does not have a unique solution, since if \((W, C)\) satisfy this equation, then \(WS^{-1}\) and \(CS^\top\) satisfy it as well for any non-
singular matrix $S$. Moreover, different solutions may achieve different values of the linguistic metrics (see Section 5.4.2 for details). While the work focuses on Step 1, we use, for Step 2, a heuristic approach that was proposed in [71] and it shows good results in practice. We compute SVD of $X$ in the form

$$X = U \Sigma V^\top,$$  

where $U$ and $V$ have orthonormal columns, and $\Sigma$ is the diagonal matrix, and use

$$W = U \sqrt{\Sigma}, \quad C = V \sqrt{\Sigma}$$  

as matrices of embeddings. Since $X$ is stored in the low-rank format, the SVD could be done efficiently.

A simple justification of this solution is the following: we need to map words into vectors in a way that similar words would have similar embeddings in terms of cosine similarities:

$$\cos(w_1, w_2) = \frac{\langle w_1, w_2 \rangle}{\|w_1\| \cdot \|w_2\|}.$$  

(63)

It is reasonable to assume that two words are similar, if they share contexts. Therefore, we can estimate the similarity of two words $w_1, w_2$ as

$$s(w_1, w_2) = \sum_{c \in \mathcal{V}_c} x_{w_1,c} \cdot x_{w_2,c},$$  

(64)

which is the element of the matrix $XX^\top$ with indices $(w_1, w_2)$. Note that

$$XX^\top = U \Sigma V^\top V \Sigma U^\top = U \Sigma^2 U^\top.$$  

(65)
If we choose $W = U\Sigma$, we exactly obtain $(w_1, w_2) = s(w_1, w_2)$, since $WW^\top = XX^\top$ in this case. That is, the cosine similarity of the embeddings $w_1, w_2$ coincides with the intuitive similarity $s(w_1, w_2)$. However, scaling by $\sqrt{\Sigma}$ instead of $\Sigma$ was shown in [71] to be a better solution in experiments.

### 5.3 Algorithm

In order to solve the optimization problem given by (59), we use the Projector-Splitting algorithm [1], described in Section 2.1.4. In case of SGNS objective given by (57), an element of gradient $\nabla F$ required for the optimization method has the form:

$$
(\nabla F(X))_{w,c} = \frac{\partial f_{w,c}(x_{w,c})}{\partial x_{w,c}} = \\
= \#(w,c) \cdot \sigma(-x_{w,c}) - k \frac{\#(w)\#(c)}{|D|} \cdot \sigma(x_{w,c}).
$$

To make the method more flexible in terms of convergence properties, we additionally use $\lambda \in \mathbb{R}$, which is a step size parameter. In this case, retractor $R$ returns $X_i + \lambda \nabla F(X_i)$ instead of $X_i + \nabla F(X_i)$ onto the manifold. The whole optimization procedure is summarized in Algorithm 3.

### 5.4 Experimental Setup

#### 5.4.1 Training Models

We compare the proposed method (“RO-SGNS” in the tables) performance to two baselines: SGNS embeddings optimized via Stochastic Gradient Descent, implemented in the original “word2vec”, (“SGD-SGNS” in the tables) [76] and embeddings obtained by SVD over SPPMI matrix (“SVD-SPPMI” in the tables) [70]. We have also experi-
Algorithm 3 Riemannian Optimization for SGNS

**Require:** Dimentionality $d$, initialization $W_0$ and $C_0$, step size $\lambda$, gradient function $\nabla F : \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^{n \times m}$, number of iterations $K$

**Ensure:** Factor $W \in \mathbb{R}^{n \times d}$

1: $X_0 \leftarrow W_0C_0^\top$  # get an initial point at the manifold
2: $U_0, S_0, V_0^\top \leftarrow \text{SVD}(X_0)$  # the first point satisfying the low-rank constraint
3: for $i \leftarrow 1, \ldots, K$ do
4:   $U_i, S_i \leftarrow \text{QR} ((X_{i-1} + \lambda \nabla F(X_{i-1}))V_{i-1})$  # step of the block power method
5:   $V_i, S_i^\top \leftarrow \text{QR} ((X_{i-1} + \lambda \nabla F(X_{i-1}))^\top U_i)$
6:   $X_i \leftarrow U_iS_iV_i^\top$  # update the point at the manifold
7: end for
8: $U, \Sigma, V^\top \leftarrow \text{SVD}(X_K)$
9: $W \leftarrow U\sqrt{\Sigma}$  # compute word embeddings
10: return $W$

mented with the blockwise alternating optimization over factors $W$ and $C$, but the results are almost the same as SGD results, that is why we do not include them in the work.

The source code of the experiments is available online\textsuperscript{1}.

The models were trained on English Wikipedia “enwik9” corpus\textsuperscript{2}, which was previously used in most work on this topic. Like in previous studies, we counted only the words which occur more than 200 times in the training corpus [70, 76]. As a result, we obtained a vocabulary of 24292 unique tokens (set of words $V_W$ and set of contexts $V_C$ are equal). The size of the context window was set to 5 for all experiments, as it was done in [70, 76]. We conduct three series of experiments: for dimensionality $d = 100$, $d = 200$, and $d = 500$.

Optimization step size is chosen to be small enough to avoid huge gradient values. However, thorough choice of $\lambda$ does not result in a significant difference in performance (this parameter was tuned on the training data only, the exact values used in experiments are reported below).

\textsuperscript{1}https://github.com/AlexGrinch/ro_sgns
\textsuperscript{2}http://mattmahoney.net/dc/textdata
5.4.2 Evaluation

We evaluate word embeddings via the word similarity task. We use the following popular datasets for this purpose: “wordsim-353” ([29]; 3 datasets), “simlex-999” [47] and “men” [18]. Original “wordsim-353” dataset is a mixture of the word pairs for both word similarity and word relatedness tasks. This dataset was split [2] into two intersecting parts: “wordsim-sim” (“ws-sim” in the tables) and “wordsim-rel” (“ws-rel” in the tables) to separate the words from different tasks. In the experiments, we use both of them on a par with the full version of “wordsim-353” (“ws-full” in the tables). Each dataset contains word pairs together with assessor-assigned similarity scores for each pair. As a quality measure, we use Spearman’s correlation between these human ratings and cosine similarities for each pair. We call this quality metric linguistic in the work.

5.5 Results of Experiments

First of all, we compare the value of SGNS objective obtained by the methods. The comparison is demonstrated in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>$d = 100$</th>
<th>$d = 200$</th>
<th>$d = 500$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD-SGNS</td>
<td>−1.68</td>
<td>−1.67</td>
<td>−1.63</td>
</tr>
<tr>
<td>SVD-SPPMI</td>
<td>−1.65</td>
<td>−1.65</td>
<td>−1.62</td>
</tr>
<tr>
<td>RO-SGNS</td>
<td>−1.44</td>
<td>−1.43</td>
<td>−1.41</td>
</tr>
</tbody>
</table>

Table 4: Comparison of SGNS values (multiplied by $10^{-9}$) obtained by the models. Larger is better.

We see that SGD-SGNS and SVD-SPPMI methods provide quite similar results; however, the proposed method obtains significantly better SGNS values, which proves the feasibility of using Riemannian optimization framework in SGNS optimization problem. It is interesting to note that SVD-SPPMI method, which does not optimize SGNS
<table>
<thead>
<tr>
<th>Dim. $d$</th>
<th>Algorithm</th>
<th>ws-sim</th>
<th>ws-rel</th>
<th>ws-full</th>
<th>simlex</th>
<th>men</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 100$</td>
<td>SGD-SGNS</td>
<td>0.719</td>
<td>0.570</td>
<td>0.662</td>
<td>0.288</td>
<td>0.645</td>
</tr>
<tr>
<td></td>
<td>SVD-SPPMI</td>
<td>0.722</td>
<td>0.585</td>
<td>0.669</td>
<td>0.317</td>
<td>0.686</td>
</tr>
<tr>
<td></td>
<td>RO-SGNS</td>
<td><strong>0.729</strong></td>
<td><strong>0.597</strong></td>
<td><strong>0.677</strong></td>
<td><strong>0.322</strong></td>
<td>0.683</td>
</tr>
<tr>
<td>$d = 200$</td>
<td>SGD-SGNS</td>
<td>0.733</td>
<td>0.584</td>
<td>0.677</td>
<td>0.317</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>SVD-SPPMI</td>
<td>0.747</td>
<td>0.625</td>
<td>0.694</td>
<td>0.347</td>
<td><strong>0.710</strong></td>
</tr>
<tr>
<td></td>
<td>RO-SGNS</td>
<td><strong>0.757</strong></td>
<td><strong>0.647</strong></td>
<td><strong>0.708</strong></td>
<td><strong>0.353</strong></td>
<td>0.701</td>
</tr>
<tr>
<td>$d = 500$</td>
<td>SGD-SGNS</td>
<td>0.738</td>
<td>0.600</td>
<td>0.688</td>
<td>0.350</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>SVD-SPPMI</td>
<td>0.765</td>
<td>0.639</td>
<td>0.707</td>
<td>0.380</td>
<td><strong>0.737</strong></td>
</tr>
<tr>
<td></td>
<td>RO-SGNS</td>
<td><strong>0.767</strong></td>
<td><strong>0.654</strong></td>
<td><strong>0.715</strong></td>
<td><strong>0.383</strong></td>
<td>0.732</td>
</tr>
</tbody>
</table>

Table 5: Comparison of the methods in terms of the semantic similarity task. Each entry represents the Spearman’s correlation between predicted similarities and the manually assessed ones.

Table 6: Examples of the semantic neighbors obtained for words “five”, “he” and “main”.

objective directly, obtains better results than SGD-SGNS method, which aims at optimizing SGNS. This fact additionally confirms the idea described in Section 5.2.1 that the independent optimization over parameters $W$ and $C$ may decrease the performance.

However, the target performance measure of embedding models is the correlation between semantic similarity and human assessment (Section 5.4.2). Table 5 presents the comparison of the methods in terms of it. We see that the proposed method outperforms the competitors on all datasets except for “men” dataset where it obtains slightly worse results. Moreover, it is essential that the higher dimension entails higher performance gain of the method in comparison to the competitors.

To understand how the model improves or degrades the performance in comparison
Table 7: Examples of the semantic neighbors from 11th to 20th obtained for the word “usa” by all three methods. Top-10 neighbors for all three methods are exact names of states.

to the baseline, we found several words, whose neighbors in terms of cosine distance change significantly. Table 6 demonstrates neighbors of the words “five”, “he” and “main” for both SVD-SPPMI and RO-SGNS models. A neighbor is marked bold if we suppose that it has similar semantic meaning to the source word. First of all, we notice that the model produces much better neighbors of the words describing digits or numbers (see word “five” as an example). A similar situation happens for many other words, e.g., in case of “main” — the nearest neighbors contain 4 similar words for the model instead of 2 in case of SVD-SPPMI. The neighborhood of “he” contains less semantically similar words in case of the model. However, it filters out irrelevant words, such as “promptly” and “dumbledore”.

Table 7 contains the nearest words to the word “usa” from 11th to 20th. We marked names of USA states bold and did not represent top-10 nearest words as they are exactly names of states for all three models. Some non-bold words are arguably relevant as they present large USA cities (“akron”, “burbank”, “madison”) or geographical regions of
several states ("midwest", "northeast", "southwest"), but there are also some completely irrelevant words ("uk", "cities", "places") presented by first two models.

The experiments show that the optimal number of iterations $K$ in the optimization procedure and step size $\lambda$ depend on the particular value of $d$. For $d = 100$, we have $K = 7, \lambda = 5 \cdot 10^{-5}$; for $d = 200$, we have $K = 8, \lambda = 5 \cdot 10^{-5}$; and for $d = 500$, we have $K = 2, \lambda = 10^{-4}$. Moreover, the best results were obtained when SVD-SPPMI embeddings were used as an initialization of Riemannian optimization process.

Figure 9 illustrates how the correlation between semantic similarity and human assessment scores changes through iterations of the method. The optimal value of $K$ is the same for both whole testing set and its 10-fold subsets chosen for cross-validation. The idea to stop optimization procedure on some iteration is also discussed in [64].

Training of the same dimensional models ($d = 500$) on English Wikipedia corpus using SGD-SGNS, SVD-SPPMI, RO-SGNS took 20 minutes, 10 minutes and 70 minutes respectively. The proposed method works slower, but not significantly. Moreover, since we were not focused on the code efficiency optimization, this time can be reduced.

5.6 Chapter Summary

In this part of the work, we proposed the general two-step scheme of training SGNS word embedding model that is successfully used by other researchers [132] and introduced the algorithm that performs the search of a solution in the low-rank form via Riemannian optimization framework. We also demonstrated the superiority of the method by providing an experimental comparison to existing state-of-the-art approaches.

Possible direction of future work is to apply more advanced optimization techniques to the Step 1 of the scheme proposed in Section 5.1 and to explore the Step 2 — obtain-
Figure 9: Illustration of why it is important to choose the optimal iteration and stop optimization procedure after it. The graphs show semantic similarity metric in dependence on the iteration of optimization procedure. The embeddings obtained by SVD-SPPMI method were used as initialization. Parameters: \( d = 200, \lambda = 5 \cdot 10^{-5} \).
ing embeddings with a given low-rank matrix.
6 Cold User and Item Embeddings in Recommender Systems

6.1 Section Overview

As it was discussed in the Section 2.5.6, there is an approach to solve a cold start problem in collaborative filtering, called rating elicitation. Its main idea is to ask cold users to rate a seed set of representative set of items or conversely ask a representative set of users to rate cold items. These obtained ratings form embeddings of user and item that could be used for further data analysis.

From the overview in the background chapter, we know that one of the most popular and successful approaches [72] to perform rating elicitation is based on the maximal-volume concept [38]. Its general intuition is that the most representative seed set should consist of the most representative and diverse latent vectors, i.e., they should have the largest length yet be as orthogonal as possible to each other. Formally, the degree to which these two requirements are met is measured by the volume of the parallelepiped spanned by these latent vectors. In matrix terms, the algorithm, called Maxvol [37], searches very efficiently for a submatrix of a factor matrix with the locally maximal determinant. Unfortunately, the determinant is defined only for square matrices, which means that a given fixed size of a seed set requires the same rank of the matrix factorization that may be not optimal. For example, the search for a sufficiently large seed set requires a relatively high rank of factorization, and hence a higher rank implies a larger number of the model parameters and a higher risk of overfitting, which, in turn, decreases the quality of recommendations.

To overcome the intrinsic “squareness” of the ordinary Maxvol, which is entirely
based on the determinant, we introduce the notion of rectangular matrix volume, a
generalization of the usual determinant. Searching a submatrix with high rectangular
volume allows using ranks of the factorization that are lower than the size of a seed
set. However, the problem of searching for the globally optimal rectangular submatrix
is NP-hard in the general case. In this work, we propose a novel efficient algorithm,
called Rectangular Maxvol, which generalizes the original Maxvol algorithm. It works
in a greedy fashion and adds representative objects into a seed set one by one. This in-
cremental update has a low computational complexity, which results in high algorithm
efficiency. In this work, we provide a detailed complexity analysis of the algorithm
and its competitors and present a theoretical analysis of its error bounds. Moreover, as
demonstrated by the experiments, the rectangular volume notion leads to a noticeable
quality improvement of recommendations on popular recommender datasets.

The major contribution of this chapter, which is described in Section 6.3, is a novel
method to perform Step 1 from the Algorithm 2. It is based on PureSVD [25] Collabor-
ative Filtering technique, that is described in Section 2.5. Before going into the details
of the proposed approach, in Section 6.2, we discuss how to effectively perform Step 3
from Algorithm 2 using the similar factorization based approach.

6.2 Predicting Ratings with a Seed Set

Let us assume that some algorithm has selected a seed set with $L_0$ representative items
with indices $k \in \mathbb{N}^{L_0}$, and assume a cold user has been asked to rate only items $k$,
according to Steps 1–2 of the rating elicitation scheme described by Algorithm 2 from
Section 2.5. In this section, we explain how to perform Step 3, i.e., how to predict
ratings $z$ for all items using only the ratings of the seed set.
As shown in [6], the most accurate way to do it is to find a coefficient matrix \( C \in \mathbb{R}^{L_0 \times m} \) that allows to linearly approximate each item rating via ratings \( z' \) of items from the seed set, which in fact is a pseudo-skeleton factorization, described in Section 2.1.5. Each column of \( C \) contains the coefficients of the representation of an item rating via the ratings of the items from the seed set. Shortly, this approximation can be written in the following way:

\[
z \leftarrow z'C. \tag{67}\]

We highlight two different approaches to compute matrix \( C \).

### 6.2.1 Computing coefficients via rating matrix

First approach is called Representative Based Matrix Factorization (RBMF) [72] (see Section 2.5 for details and notation). It aims to solve the following optimization task:

\[
\| R - R[:, k]C \|_2 \rightarrow \min_C. \tag{68}\]

Note that \( z' \) is not a part of \( R[:, k] \), because there is still no information about a cold user ratings. This optimization task corresponds to the following approximation:

\[
R \approx R[:, k]C. \tag{69}\]

The solution of (68) is:

\[
C_R = (R[:, k]^\top R[:, k])^{-1} R[:, k]^\top R. \tag{70}\]
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Since $L_0 \ll n$, the matrix $R[:, k]$ is often well-conditioned. Therefore, the regularization term used in [72] is unnecessary and does not give a quality gain.

6.2.2 Computing coefficients via a low-rank factor.

In this work, we also propose a more efficient second approach that considers the rank-$d$ factorization, $d \leq L_0$. Let $Q[k, :] \in \mathbb{R}^{L_0 \times d}$ be the matrix formed by $L_0$ rows of $Q$ that correspond to the items of the seed set. Let us try to linearly recover all item latent vectors via the latent vectors from the seed set:

$$\|Q - C^T Q[k, :]\|_2 \rightarrow \min_C.$$  \hspace{1cm} (71)

It is a low-rank version of the problem given by (68) and, therefore, is computationally easier. Solution $C$ of this optimization problem can be also used for recovering all ratings using (69).

Unlike (68), the optimization problem given by (71) has different exact solutions $C$ in general case, because there are infinitely many ways to linearly represent an $d$-dimensional vector via more than $d$ other vectors. Therefore, we should find a solution of the underdetermined system of linear equations:

$$Q^T = SC,$$  \hspace{1cm} (72)

where we denote $S = Q[k, :]^T$. Since the seed set latent vectors surely contain some noise and coefficients in $C$ show how all item latent vectors depend on the seed set latent vectors, it is natural to find “small” $C$, because larger coefficients produce larger noise in predictions. We use the least-norm solution $C$ in the research, which is addi-
tionally theoretically motivated in Section 6.5. The least-norm solution of (72) should be computed as follows:

$$C = S^\dagger Q^\top,$$  \hfill (73)

where

$$S^\dagger = S^\top (SS^\top)^{-1}$$  \hfill (74)

is the right pseudo-inverse of $S$.

Such linear approach to rating recovering results in the following factorization model. Taking the latent vectors of the representative items $S$ as a new basis of the decomposition given by Equation (44), we have

$$R \approx PQ^\top = PSC = (PQ[:,k:]) C \approx R[:,k] C = FC,$$  \hfill (75)

where

$$F = R[:,k].$$  \hfill (76)

In this way, we approximate an unknown rating $r_{ui}$ by the corresponding entry of matrix $FC$, where factor $F$ consists of the known ratings for the seed set items. This scheme is illustrated in Figure 10.

### 6.3 Volume of Rectangular Matrices

The obvious disadvantage of the Maxvol-based approach to rating elicitation is the fixed size of the decomposition rank $d = L_0$, because the matrix determinant is defined only for square matrices. That makes it impossible to build a seed set with fixed size $L_0$ using an arbitrary rank of decomposition. This section introduces a generalization of
Figure 10: The rating elicitation procedure scheme in case of the cold user problem — the subset $S$ of columns of $Q^\top$ specifies the set of representative items, and their ratings are used as embeddings of cold users.
the maximal-volume concept to rectangular submatrices, which allows overcoming the intrinsic “squareness” of the ordinary maximal-volume concept, which is entirely based on the determinant of a square matrix. As we further demonstrate in Section 6.6 with experiments, using the rectangular Maxvol generalization with a decomposition of rank $d$ smaller than the size $L_0$ of the seed set could result in better accuracy of recommendations for cold users.

Consider $S \in \mathbb{R}^{d \times L_0}$, $d \leq L_0$. It is easy to see that the volume of a square matrix is equal to the product of its singular values. In the case of a rectangular matrix $S$, its volume [97] can be defined in a similar way:

\[
\text{Rectvol}(S) := \prod_{s=1}^{L_0} \sigma_s = \sqrt{\det(SS^\top)}.
\] (77)

We call it rectangular volume. The simple intuition behind this definition is that it is the volume of the ellipsoid defined as the image of a unit sphere under the linear transformation defined by $S$:

\[
\text{Rectvol}(S) = \text{Vol} \{ \mathbf{v} \in \mathbb{R}^d : \exists \mathbf{c} \in \mathbb{R}^L, \|\mathbf{c}\|_2 \leq 1 \mid \mathbf{v} = \mathbf{S} \mathbf{c} \}.
\] (78)

This can be easily verified using the singular value decomposition of $S$ and the unitary invariance of the vector norm. Moreover, in the case of a square matrix $S$, the rectangular volume is equal to the ordinary square volume:

\[
\text{Rectvol}(S) = \sqrt{\det(SS^\top)} = |\det(S)| = \text{Vol}(S).
\] (79)

Note that, if $d > L_0$, then $\det SS^\top = 0$.  
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Overall, searching for a seed set transforms to the following optimization task that is a generalization of Problem (25):

\[ k \leftarrow \arg\max_k \text{Rectvol}(S), \quad (80) \]

where \( S = Q[k,:]^\top \). It is important to note that this maximization problem does not depend on the basis of the latent vectors from \( S \). Indeed, let \( X \in \mathbb{R}^{d \times d} \) be an invertible matrix of some linear transformation. Then the optimization transforms to

\[ \arg\max_k \left( (\det X)^2 \cdot \text{Rectvol}(S) \right) = \arg\max_k \text{Rectvol}(S). \quad (81) \]

The simplest method to find a suboptimal solution is to use a greedy algorithm that iteratively adds rows of \( Q \) to the seed set. Unfortunately, the straightforward greedy optimization (trying to add each item to the current seed set and computing its rectangular volume) costs \( O(mL_0^2d^2) \), that often is too expensive considering typical sizes of modern recommender datasets and a number of model hyperparameters. Therefore, we developed a fast algorithm with complexity \( O(mL_0^2) \) that is described in the following section.

### 6.4 Algorithm

In this section, we introduce an algorithm for the selection of \( L_0 \) representative items using the notion of rectangular volume. At the first step, the algorithm computes the best rank-\( d \) approximation of the rating matrix \( R \), PureSVD (see Section 2.5.4 for details), and selects \( d \) representative items with the pivot indices from LU-decomposition of \( Q^\top \) or with the Maxvol algorithm. This seed set is further expanded by the Algorithm 4 in a
greedy fashion: by adding new representative items one by one maximizing rectangular volume of the seed set. Further, we show that new representative item should have the maximal norm of the coefficients that represent its latent vector by the latent vectors of the current seed set. The procedure of such norm maximization is faster than the straightforward approach. At the end of this section, we describe the algorithm for even faster rank-1 updating norms of coefficients.

6.4.1 Maximization of coefficients norm

Suppose, at some step, we have already selected \( L < L_0 \) representative items with the indices \( k \in \mathbb{N}^L \). Let \( S \in \mathbb{R}^{d \times L} \) be the corresponding submatrix of \( Q^\top \in \mathbb{R}^{d \times m} \). On the next step, the algorithm selects a column \( q_i \subset Q^\top, i \notin k \) and adds it to the seed set:

\[
S \leftarrow [S, q_i],
\]

where \([A, B]\) is an operation of horizontal concatenation of two matrices \( A \) and \( B \). This column should maximize the following volume:

\[
q_i = \arg\max_{i \notin k} \text{Rectvol}([S, q_i]).
\] (83)

Suppose \( C \in \mathbb{R}^{L \times m} \) is the current matrix of coefficients from Equation (72), and let \( c_i \in \mathbb{R}^L \) be an \( i \)-th column of matrix \( C \). Then the updated seed set from (83) can be written as following:

\[
[S, q_i] = [S, Sc_i] = S \cdot [I_L, c_i].
\] (84)
Then the volume of the seed set can be written in the following way:

\[
\text{Rectvol}( [S, q_i] ) = \sqrt{\det ( [S, q_i] \cdot [S, q_i]^\top )} = \sqrt{\det ( SS^\top + Sc_ic_i^\top S^\top )}.
\]  

(85)

Taking into account the identity \( \det(X + AB) = \det(X) \det(I + BX^{-1}A) \), the volume (85) can be written as following:

\[
\text{Rectvol}( [S, q_i] ) = \text{Rectvol}(S) \sqrt{1 + w_i},
\]

(86)

where \( w_i = \|c_i\|_2^2 \). Thus, the maximization of rectangular volume is equivalent to the maximization of the \( l_2 \)-norm of the coefficients vector \( c_i \), which we know only after recomputing (73). Total recomputing of coefficient matrix \( C \) on each iteration is faster than the straightforward approach described in Section 6.3 and costs \( O(ml_0^2dm) \). However, in the next section, we describe even faster algorithm with an efficient recomputation of the coefficients.

### 6.4.2 Fast Computation of Coefficients

Since the matrix of coefficients \( C \) is the least-norm solution (44), after adding column \( q_i \) to the seed set, \( C \) should be computed using Equation (84):

\[
C \gets [S, q_i]^\top Q^\top = [I_L, c_i]^\top S^\top Q^\top = [I_L, c_i]^\top C.
\]

(87)
The pseudoinverse from (87) can be obtained in this way:

\[
[I_L, c_i]^\dagger = [I_L, c_i]^\top \left( [I_L, c_i] \cdot [I_L, c_i]^\top \right)^{-1} = \begin{bmatrix} I_L \\ c_i^\top \end{bmatrix} (I_L + c_i c_i^\top)^{-1},
\]

(88)

where \[
\begin{bmatrix} A \\ B \end{bmatrix}
\]
is an operation of vertical concatenation of \(A\) and \(B\). The inversion in this formula can be computed by the Sherman-Morrison formula:

\[
(I_L + c_i c_i^\top)^{-1} = I_L - \frac{c_i c_i^\top}{1 + c_i^\top c_i}.
\]

Putting it into (87), we finally get the main update formula for \(C\):

\[
C \leftarrow \begin{bmatrix} I_L & c_i^\top \\ c_i^\top & -\frac{c_i^\top c_i}{1 + c_i^\top c_i} \end{bmatrix} \cdot \begin{bmatrix} C - \frac{c_i^\top c_i}{1 + c_i^\top c_i} C \\ c_i^\top C \end{bmatrix}.
\]

(89)

Recall that we should efficiently recompute norms \(w_i\) of coefficients. Using Equation (89), we arrive at the following formula for the update of all norms \(w_j\):

\[
w_j \leftarrow w_j - \frac{(c_i^\top c_j)^2}{1 + c_j^\top c_i}.
\]

(90)

It is natural to see that coefficients norms are decreasing, because adding each new latent vector to the seed set gives more flexibility of representing all latent vectors via representative ones.

Equations (89) and (90) allow to recompute \(C\) and \(w\) using the simple rank-1 update. Thus, the complexity of adding a new column into the seed set is low, which is shown
in Section 6.5.1. The pseudocode of the algorithm is provided in Algorithm 4.

**Algorithm 4** Searching representative items using Rectangular Maxvol

**Require:** Rating matrix $R \in \mathbb{R}^{n \times m}$, number of representative items $L_0$, rank of decomposition $d \leq L_0$

**Ensure:** Indices $k \in \mathbb{N}^{L_0}$ of $L_0$ representative items

1. Compute rank-$d$ PureSVD of the matrix $R \approx PQ^\top$
2. Initialize a square seed set: $k \leftarrow L_0$ pivot indices from LU-decomposition of $Q^\top$
3. $S \leftarrow Q[k, :]^\top$
4. $C = S^{-1}Q^\top$
5. $\forall i : w_i \leftarrow \|c_i\|_2^2$, where $c_i$ is the $i$-th column of $C$
6. **while** $\text{len}(k) < L_0$ **do**
   7. $i \leftarrow \text{argmax}_{i \notin k}(w_i)$
   8. $k \leftarrow [k, i]$
   9. $S \leftarrow [S, q_i]$
   10. $C \leftarrow \begin{bmatrix} C - \frac{e_i e_i^\top C}{1 + e_i^\top e_i} \\ \frac{e_i^\top C}{1 + e_i^\top e_i} \\ e_i^\top C \\ 1 + e_i^\top e_i \end{bmatrix}$
   11. $\forall j : w_j \leftarrow w_j - \frac{(e_i^\top e_j)^2}{1 + e_i^\top e_i}$
12. **end while**
13. **return** $k$

The seed sets provided by the algorithm can be used for rating elicitation and further prediction of ratings for the rest of the items, as demonstrated in Section 6.2. Moreover, if the size of the seed set $L_0$ is not limited by a fixed budget, alternative stopping criteria is proposed in Section 6.5.

### 6.5 Algorithm Analysis

**6.5.1 Complexity analysis**

The proposed algorithm has two general steps: the initialization (Steps 1–5) and the iterative addition of columns or rows into the seed set (Steps 6–12). The initialization step corresponds to the LU-decomposition or Square Maxvol, which have $O(md^2)$ complex-
Addition of one element into the seed set (Steps 7–11) requires the recomputation of the coefficients \( C \) (Step 10) and lengths of coefficient vectors (Step 11). The recomputation (Step 10) requires a rank-1 update of the coefficients matrix \( C \in \mathbb{R}^{L \times m} \) and the multiplication \( c_i^T c \), where \( c_i \in \mathbb{R}^L \) is a column of \( C \). The complexity of each of the two operations is \( O(Lm) \), so the total complexity of one iteration (Steps 7–11) is \( O(Lm) \). Since this procedure is iterated over \( L \in \{f, ..., L_0\} \), the complexity of the loop (Step 6) is equal to \( O(m(L_0^2 - d^2)) \). So, in total, the complexity of Algorithm 4 is \( O(mL_0^2) \).

### 6.5.2 Comparing Complexity to Existing Approaches

Let us overview the computational complexity of the proposed Rectangular Maxvol and its competitors overviewed in Section 2.5. Some of these methods use low-rank factorizations of matrices, whose detailed complexity analysis is provided in [36]. However, as this is not a key point of the work, we neglect the computational cost of factorizations in the further analysis, because it is same for all rating elicitation algorithms and usually is previously computed for the warm Collaborative Filtering method. The summary of the complexity analysis is shown in Table 8. The detailed complexity analysis of Square Maxvol and Rectangular Maxvol is provided in Sections 2.1.5 and 6.5.1 respectively.
6.5.3 Analysis of Error

In this section, we theoretically analyse the estimation error of the method proposed in Section 6.4. According to Section 2.5.4 we have a low-rank approximation of the rating matrix \( R = PQ^\top + \mathcal{E} \), where \( \mathcal{E} \in \mathbb{R}^{n \times m} \) is a random error matrix. On the other hand, we have RBMF approximation (69). Let us represent its error via \( \mathcal{E} \).

First of all, we have

\[
R[:, k] = PQ[:, k]^\top + \mathcal{E}[:, k] = PS + \mathcal{E}[:, k].
\]  
(91)

Since \( C = S^tQ^\top \) (see Section 6.2 for details), the RBMF approximation of \( R \) can be written in the following form:

\[
R[:, k]C = PSS^tQ^\top + \mathcal{E}[:, k]C = R - \mathcal{E} + \mathcal{E}[:, k]C,
\]  
(92)

which means:

\[
R = R[:, k]C + \mathcal{E} - \mathcal{E}[:, k]C.
\]  
(93)

The smaller in modulus the noise terms are, the better approximation of \( R \) we have. It means that we are interested in the small values of the matrix \( C \), such as the least-norm solution of (71). Further, we prove a theorem providing an approximated bound for the maximal length of \( c_i \).

6.5.4 Upper Bound of Coefficients Norm

Similarly to Square Maxvol algorithm, a rectangular submatrix is called dominant, if its rectangular volume does not increase by replacing one row with another one from the
source matrix.

**Theorem 1.** Let $Q \in \mathbb{R}^{m \times d}$ be a matrix of rank $d$. Assume $k \in \mathbb{N}^{L_0}$ is a vector of seed set element indices that produces rank-$d$ dominant submatrix of $S = Q[k, :]^\top$, where $S \in \mathbb{R}^{d \times L_0}$ and $m \geq L_0 \geq d$. Let $C$ be a matrix of coefficients $C \in \mathbb{R}^{L_0 \times m}$, such that $Q^\top = SC$. Then $l_2$-norm of a column $c_i$ of $C$ for $i$ not from the seed set is bounded as:

$$\|c_i\|_2 \leq \sqrt{d \frac{L_0 + 1 - d}{L_0 + 1 - d}}, \; i \notin k. \quad (94)$$

**Proof.** Since $S$ is a dominant submatrix of the matrix $Q$, it has the maximal rectangular volume among all possible submatrices of $[S, q_i]$ with the shape $d \times L_0$. Therefore, applying Lemma 1 (see Appendix) to the matrix $[S, q_i]$, we get

$$\det ([S, q_i] \cdot [S, q_i]^\top) \leq \frac{L_0 + 1}{L_0 + 1 - d} \det (SS^\top). \quad (95)$$

Using Equation (86), we get:

$$\|c_i\|_2^2 = \frac{\det ([S, q_i] \cdot [S, q_i]^\top)}{\det (SS^\top)} - 1 \leq \frac{d}{L_0 + 1 - d}, \quad (96)$$

which finishes the proof. \qed

The similar theoretical result was obtained in [27]. However, the proof seems to be much easier and closely related to the notation used in the work and the proposed algorithm.

Theorem 1 demonstrates that, if we have an existing decomposition with the fixed rank $d$, it is enough to take $L_0 = 2d$ items to the seed set for getting all coefficients norm lesser than 1. This condition of representativeness has a very natural geometric
meaning: all item latent vectors are inside the ellipsoid spanned by the latent vectors from the seed set. The numerical experiments with randomly generated $d \times m$ matrices have shown, that Algorithm 4 requires only $L_0 \approx 1.2d$ rows to reach upper bound 2 for the length of each row of $C$ and only $L_0 \approx 2d$ to reach the upper bound 1 for the length of each row of $C$. So, although, the algorithm does not guarantee that the seed set submatrix is dominant, the experiment results are entirely consistent with the theory.

6.6 Experimental Setup

The proposed experiments compare two algorithms: Square Maxvol based (our primary baseline) and Rectangular Maxvol\(^5\) based. Other competitors have either an infeasible computational complexity (see Section 6.5.2 for details) or have a lower quality than the baseline, as it is shown in [72]. Moreover, it is important to note that the experiments in [72] used smaller versions of the datasets. Therefore, the performance of Square Maxvol on the extended datasets is different from that reported in [72].

6.6.1 Datasets

We used two popular publicly available datasets in the experiments: the Movielens dataset\(^6\) that contains 20,000,263 ratings and the Netflix dataset\(^7\) that contains 100,480,507 ratings. The rating matrix $\mathbf{R}$ was formed in the same way as in [72].

\(^5\)The source code is available here: https://bitbucket.org/muxas/rectmaxvol recommender
\(^6\)http://grouplens.org/datasets/movielens/
\(^7\)http://www.netflixprize.com/
6.6.2 Evaluation Protocol

Our evaluation pipeline for the comparison of the rating elicitation algorithms is similar to the one introduced in [72]. All the experiments are provided for both the user and the item cold start problems. However, without loss of generality, this section describes the evaluation protocol for the user cold start problem only. The item cold start problem can be evaluated in the same way after the transposition of the rating matrix.

We evaluate the algorithms for selecting representatives by the assessing the quality of the recommendations recovered after the acquisition of the actual ratings of the representatives, which can be done as shown in Section 6.2. Note that users may not have scores for the items from the seed set: if user \( u \) was asked to rate item \( i \) with an unknown rating, then, according to PureSVD model, \( r_{ui} \) is set to 0. We use the 5-fold cross validation with respect to the set of users in all experiments.

Pointwise quality measures are easy to be optimized directly, but they are not very suitable for recommendation quality evaluation, because the goal of a recommender system is not to predict particular rating values but to predict the most relevant recommendations that should be shown to the user. That is why we use ranking measures to evaluate all methods [44]. For evaluation, we divided all items for every user into relevant and irrelevant ones, as it was done in the baseline paper [72].

One of the most popular and interpretable ranking measures for the recommender systems evaluation are Precision@\( h \) and Recall@\( h \) [25] that measure the quality of top-\( h \) recommendations in terms of their relevance. Note that in the case of the item cold start problem, Precision@\( h \) and Recall@\( h \) are computed on the transposed rating matrix \( \textbf{R} \). It means that we sort items in the decreasing order of their relevance to a user and assess the top of this list with these measures. Moreover, following the methodology
from [72], we compare algorithms in terms of coverage and diversity.

6.7 Results of Experiments

As we mentioned in Section 6.2, there are two different ways to compute the coefficients for representing the hidden ratings via the ratings from a seed set. The first one is to calculate them via the low-rank factors, as shown in Equation (73). The second one is to compute them via the source rating matrix $R$, as shown in Equation (70). The experiments show that the latter approach demonstrates the significantly better quality. Therefore, we use this method in all the experiments.

We processed experiments for the seed set sizes from 5 to 100 with a step of 5. These computations become possible for such dense grid of parameters, because of the high computational efficiency of the algorithm (see Section 6.5.2). The average computational time of Rectangular Maxvol on the datasets is 1.12 seconds (Intel Xeon CPU 2.00GHz, 26Gb RAM). The average computational time of Square Maxvol is almost the same which confirms the theoretical complexity analysis.

In the case of Rectangular Maxvol, for every size of the seed set, we used the rank that gives the best performance on a separate evaluation set of ratings. Figures 11 and 12 demonstrate the superiority of the approach over the ordinal Square Maxvol for all cold start problems types (user and item) and both datasets. Moreover, it can be seen from the magnitudes of the differences that Rectangular Maxvol gives much more stable results than the square one. The same conclusions can be made for any combination of Precision/Recall, $h$, and seed set sizes.

As mentioned above, Rectangular Maxvol used the optimal rank value in the experiments. Figure 13 demonstrates the averaged optimal rank over all experiments for all
Figure 11: Precision@10 dependence on the size of the seed set. The comparison of Square Maxvol and Rectangular Maxvol. The errorbars indicate σ deviation. The Rectangular Maxvol approach outpreforms the baseline.

Figure 12: Precision@10 dependence on the size of the seed set. The comparison of Square Maxvol and Rectangular Maxvol. The errorbars indicate σ deviation. The Rectangular Maxvol approach outpreforms the baseline.
datasets and all cold start problem types. It is easy to see that, in each case, the required optimal rank is significantly smaller than the corresponding size of the seed set. This unequivocally confirms that the rectangular generalization of the square maximal-volume concept makes a great sense. Moreover, since Rectangular Maxvol requires a smaller rank of the rating matrix factorization, it is more computationally and memory efficient.

In Figure 14, we can see that the coverage and diversity measures of the representative Netflix items selected by Rectangular Maxvol are higher than the measures of Square Maxvol. The cases of representative users and Movielens dataset lead to the same results.

In the end, it is interesting to analyze the behavior of the automatic stopping criterion that adds objects into the seed set until all latent vectors are covered by the ellipsoid spanned by the latent vectors of the representatives. The experiments show that increas-
Figure 14: Coverage and diversity depending on the seed set size — the Rectangular Maxvol approach outperforms the baseline.

...ing of the rank results in a quality fall in the case of representative users and the ranks higher than 50, which means overfitting of PureSVD. In case of the representative items, the quality becomes almost constant starting from the same ranks.

### 6.8 Chapter Summary

In this part of the work, we introduced the efficient algorithm based on the novel definition of rectangular matrix volume which allows efficiently build pseudo-skeleton factorization and, as a result, constructing embeddings of cold users and items in recommender systems. In order to demonstrate the superiority of the proposed method, we provided the analytical and experimental comparison to the existing approaches.
7 Conclusion

Embedding methods play a crucial role in modern data science applications, from machine translation and speech recognition to recommender systems and search engines. The thesis overviews methods for training embeddings from data and explores the problem of training embeddings using low-rank approximations. There are the following main contributions of the work:

1. Chapter 3 introduces the simple low-rank factorization framework to train embeddings that generalizes existing approaches to train embeddings using matrix factorizations. Unfortunately, such techniques they have not been studied intensively, despite of the fact that they often show a performance that is not achievable the competitors. This framework allowed us to develop several new state-of-the-art embedding methods described in the following sections;

2. In Chapter 4, the thesis formulates the problem of unsupervised search for embeddings of categorical features’ values and introduces the novel unsupervised method to train such embeddings;

3. In Chapter 5, we formulate the generalization of the Skip-Gram Negative Sampling word embeddings training procedure and, according to this formulation, introduce the new embeddings training method based on Riemannian optimization, which outperforms existing state-of-the-art approaches. The source code of the method is publicly available on the Web. Moreover, the introduced theoretical findings were recognized as useful and were used by other researchers [132].

4. In Chapter 6, we introduce the novel method to obtain embeddings of cold users and cold items in recommender systems based on the rectangular generalization
of the Maxvol algorithm. The developed method outperforms existing state-of-the-art approaches in terms of quality and computational complexity. The source code of the method is published on the Web and is used by other researchers in the community [118]. Furthermore, the method is successfully applied within an industrial recommender system at Yandex, which additionally proves the practical relevance of the approach.

As future directions of research, we wanted to highlight developing new methods in accordance with the low-rank framework proposed in the thesis. Currently, the community tends to use neural network based embedding methods, however, the low-rank based approaches often are much more suitable because of the developed theoretical and computational tools for low-rank matrix operations. We see a big room for new developments in word embeddings and recommender systems fields using advanced low-rank optimization techniques, such as Riemannian optimization, and in the active learning field using pseudo-skeleton based factorizations.
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Lemma 1. Let $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{m \times n}$, $m > n$. Let $A_{-i}$ be $n \times (m-1)$ submatrix of $A$ without $i$-th column and $B_{-i}$ be $(m-1) \times n$ submatrix of $B$ without $i$-th row. Then,

$$\det(AB) \leq \frac{m}{m-n} \max_i \left( \det(A_{-i} B_{-i}) \right)$$

(97)

Proof. From the Cauchy-Binet formula we get

$$\det(AB) = \sum_k \det A[:, k] \cdot \det B[k, :],$$

(98)

where $k \in \mathbb{N}^n$ is a vector of $n$ different indices. Since $A_{-i}$ contains all columns of $A$ except $i$-th column, then $A[:, k]$ is a submatrix of $A_{-i}$ for any $i \notin k$. Since $k$ consists of $n$ different numbers, we have $m-n$ different $i$, such that $A[:, k]$ is a submatrix of $A_{-i}$. The same is true for the matrix $B$. So get

$$\sum_{i=1}^m \det(A_{-i} B_{-i}) = (m-n) \det(AB)$$

(99)

applying Cauchy-Binet formula to each summand. Therefore,

$$\det(AB) = \frac{1}{m-n} \sum_{i=1}^m \det(A_{-i} B_{-i}),$$

(100)

which finishes the proof. \qed