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Abstract

Alexander Martynov

Using mathematical modeling to understand prokaryotic

adaptive immunity

CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)-Cas

(CRISPR associated protein) is a prokaryotic adaptive immune system. It is

an anti-viral tool which recognizes and destroys viruses and other foreign

genetic elements including plasmids, which DNA is recorded in CRISPR ar-

ray. Being a recent discovery, the CRISPR-Cas system holds a broad range of

unknown mechanisms, unique and not fully understood features and para-

doxes. In this work, we analyzed various aspects of CRISPR-Cas functioning

through mathematical modeling. In the first part of this work, we estimate

the number of spacers in a CRISPR array of a prokaryotic cell which max-

imizes its protection against a viral attack. The optimality follows from a

competition between two trends: too few distinct spacers make host vul-

nerable to an attack by a virus with mutated corresponding protospacers,

while an excessive variety of spacers dilutes the number of the CRISPR com-

plexes armed with the most recent and thus most useful spacers. We first

evaluate the optimal number of spacers in a simple scenario of an infection

by a single viral species and later consider a more general case of multiple

viral species. We find that depending on such parameters as the concentra-

tion of CRISPR-Cas interference complexes and its preference to arm with

more recently acquired spacers, the rate of viral mutation, and the number

of viral species, the predicted optimal number of spacers lies within a range
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that agrees with experimentally-observed values. In the second part of this

work, we focused on the interaction of CRISPR-Cas systems and plasmids.

We show that some plasmids carrying a protospacer matching crRNA spacer

can be stably maintained in cells at conditions of ongoing CRISPR interfer-

ence. We proposed a model that explains this observation based on oppos-

ing kinetics of plasmid replication and CRISPR-Cas interference. If plasmid

number in a cell stochastically increases despite the average dominance of

interference over replication, a “plasmid stability window” may be reached

where plasmid duplication rate is higher than the interference rate, leading to

stable plasmid maintenance. Stochastic simulations reveal that under pres-

sure from CRISPR-Cas, the initially uniform plasmid copy number distribu-

tion in cell population becomes bimodal: one fraction of cells loses plasmids

and becomes plasmid-free, while another fraction of the cells keeps the plas-

mids. We conducted a series of experiments with Escherichia coli cells with

activated I-E CRISPR-Cas confirming the bimodal plasmid distribution pre-

dicted by the model.
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Chapter 1

Literature review

1.1 CRISPR-Cas mechanism of action

1.1.1 Main components of CRISPR-Cas system and their roles

CRISPR (Clustered regularly interspaced short palindromic repeats)-Cas (CRISPR-

associated proteins) is a system of prokaryotic adaptive immunity [1, 2].

CRISPR-Cas system consists of two main components: CRISPR array that

serves as a recognition library and Cas-proteins that are effectors of the CRISPR-

Cas immunity.

CRISPR repeat-spacer array is a chain of identical repeats that separate

unique spacers - the DNA fragments that match foreign DNA and thus can

be used to compare with and recognize the foreign DNA. Being transcribed,

CRISPR spacers form CRISPR RNA (crRNA) can interfere with correspond-

ing sequences of foreign DNA or RNA, by guiding Cas-proteins to it [1].

CRISPR array functions as a memory of a CRISPR-Cas system recording pre-

vious infections and as a recognition key that guides Cas proteins.

Cas protein genes are typically organized as compact clusters localized

nearby the CRISPR array that is transcribed together. Cas proteins (and cor-

responding cas genes) composition varies from species to species but most of
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the CRISPR-Cas systems consist of three different protein types [3, 4, 5]. Im-

munity acquisition proteins Cas1-Cas2 are responsible for adaptation - cap-

ture and storing of new spacers in CRISPR array [6]. Recognition and nucle-

ase Cas proteins are responsible for the elimination of target DNA. They in-

clude Cas3 and the Cascade complex in type I CRISPR-Cas systems or Cas9

in type II CRISPR-Cas systems. Other supporting and regulatory proteins

help during the establishment of the effector complex (Cas proteins and cr-

RNA).

1.1.2 Discovery and classification of CRISPR-Cas systems

CRISPR-Cas systems originally were discovered in late 80-s, in a report on

unusual genomic repeats in Escherichia coli [7]. However, its possible func-

tion as an immunity system was not shown until 2005 when three different

groups demonstrated that some spacers of CRISPR array correspond to viral

genomes [2, 8, 9]. During the first steps of investigations of CRISPR-Cas there

were no true systematics and all cas genes and novel systems were named

inconsistently. Nowadays all CRISPR-Cas systems are classified based on

the Cas protein composition. Originally all found CRISPR-Cas systems were

separated into three subtypes: CRISPR-Cas type I, type II and type III [3].

Each of those had distinct Cas protein composition and differences in mech-

anisms of actions.

With the advances of computational techniques that allowed automated

CRISPR-Cas systems discovery [10] more distinct types of CRISPR-Cas sys-

tems were found. This allowed identification of rare or unique and struc-

turally different systems and revealed the true diversity of CRISPR-Cas sys-

tems. As a result, an updated CRISPR-Cas systems classification was pro-

posed [4]; it divided all CRISPR-Cas systems into two classes which are fur-

ther sub-divided into types (see fig. 1.1).
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Class 1 CRISPR-Cas systems rely on large effector complexes made up of

multiple Cas proteins. Class 1 CRISPR-Cas systems are sub-categorized into

type I, type III and type IV, based on the Cas-protein composition. All these

three types seemingly have evolved from the same origin [11, 12]. These

systems can coexist in the same organism and potentially can be compatible

with each other and share the same CRISPR arrays. Yet, systems of different

types differ in their mechanism of action (see further sections).

Type I CRISPR-Cas systems are characterized by the presence of the Cas3

signature protein which holds both helicase and nuclease activities [13]. Also

type I systems are distinguished by a set of cas genes that code for pro-

teins forming a CRISPR-Associated Complex for Antiviral Defense (Cascade)

complex: they typically include cas5, cas7 and some variant of cas8. Also

type CRISPR-Cas loci typically include cas1, cas2 and, some also cas4 genes

that encode proteins involved in adaptation. Type III CRISPR-Cas is distin-

guished by the Cas10 signature protein. It is also remarkable that most type

III CRISPR-cas loci do not contain cas1 and cas2 genes. Moreover, there are

typically no reported so far CRISPR arrays associated with type III cas genes.

A relatively novel type IV CRISPR-Cas is a rare and rudimentary system that

was predicted in several bacteria. It is characterized by the signature gene

scf1 and a relatively small number of other cas genes: alongside with men-

tioned scf1 type IV systems typically include only cas5 and cas7 [4, 12].

Class 2 CRISPR-Cas systems are distinguished by a large single protein

that, when bound to crRNA, performs all functions of the effector complex

[4, 5]. These large effector proteins typically consist of two lobes: recogni-

tion lobe (REC) that holds crRNA and is responsible for target recognition,

and nuclease lobe (NUC) that is responsible for target degradation. Class 2

CRISPR-Cas systems are also subdivided into three types: type II, type V,

and type VI [5]. Class 2 types are structurally dissimilar from each other and

seemingly have undergone convergent evolution. While nuclease lobes of
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type II and type V CRISPR-Cas show some conserved motifs, their recogni-

tion lobes show no similarity. Type VI CRIPSR-Cas shows no evolutionary

similarity with other types and must have evolved independently from a

completely different set of ancestor proteins. [3, 4, 5].

Type II CRISPR-Cas is characterized by the presence of the cas9 gene that

encodes one of the most studied effectors [14]. Also in type II CRISPR-Cas

loci there is a typical presence of Cas1-Cas2 proteins and a tracrRNA, which

is important in crRNA maturation and targeting (see further sections). Type

V CRISPR-Cas systems include one of the Cas12 effector variants, which, as

Cas9, contains a RuvC nuclease domain. However, its recognition lobe has

a different structure that distinguishes type V systems from type II systems.

Type VI CRISPR-Cas is the most novel system that relies on Cas13 effectors

(previously named C2c2). It is distinguished by the presence of two HEPN

domains, present in many RNA binding proteins [15]

Overall it is fair to say that most probably the current CRISPR-Cas clas-

sification is incomplete and temporary and future discoveries might extend,

shape or restructure the current view of CRISPR-Cas, their evolution and in-

terrelationships to each other.

1.1.3 Mechanism of interference

As described above, a CRISPR defense mechanism relies on the degrada-

tion of foreign DNA or RNA by Cas proteins that are guided to targets by

crRNA transcribed from the CRISPR array. This process is called CRISPR-

interference [1]. It is regulated on multiple levels in order to ensure effi-

cient anti-viral defense and avoidance of self-immunity. Different types of

CRISPR-Cas systems have different sets of interfering Cas proteins that of-

ten perform the similar function but are very different structurally [5]. These

complexes seem to undergo convergent evolution and while conceptually the
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cas3 cas8 SS cas7 cas5 cas6 cas4 cas1 cas2

cas6-like csf1 SS cas7 cas5

cas6 cas7 cas7 cas10 cas7 SS cas5

cas9 cas4 csn2cas1 cas2

cas4 cas1 cas2cas12

cas13

I

IV

III

II

V

VI

Class 1

Class 2

FIGURE 1.1: Classification of CRISPR-Cas systems.
Schematics of typical cas genes organization of CRISPR-
Cas systems of different types based on [5]. Arrows
represent cas genes: solid arrows correspond to obliga-
tory genes that are present in all studied organisms while
dashed arrows correspond to "optional" genes that are
present only in some CRISPR-Cas systems of a given type.
Gray boxes correspond to repeats and light gray rhombi
correspond to spacers forming a CRISPR array. SS stands
for small subunit. Gene order for type I is presented ac-
cording to typical arrangements in CRISPR-Cas systems
from Escherichia coli K12 and Bacillus halodurans; for type II
- according to Legionella pneumophila str. Paris and Strepto-
coccus thermophilus; for type III - according to Methanother-
mobacter thermautotrophicus and Staphylococcus epidermidis;
for type IV - according to Thioalkalivibrio sp. K90mix and
Rhodococcus jostii RHA1; for type V - according to Fran-
cisella cf. novicida Fx1; for type VI - according to Fusobac-

terium prefoetens.



6 Chapter 1. Literature review

process of CRISPR interference is similar within CRISPR-Cas systems of dif-

ferent types most of the mechanistic details significantly differ (see fig. 1.2).

The first step of CRISPR-Cas interference is the formation of the effec-

tor complex that can target foreign DNA. This includes transcription of cas

genes, translation of effector polypeptides and charging effector complexes

with crRNA. CRISPR array is transcribed as a long precursor CRISPR RNA

(pre-crRNA) [1, 16, 17]. Then it is being processed into short mature crRNA,

each corresponding to an individual spacer. The mechanism of this process-

ing varies between different types of CRISPR-Cas systems [18]. In type I

CRISPR-Cas, processing of crRNA is performed by one of the subunits of

the Cascade effector complex - Cas6 [19]. After cleavage crRNA stays bound

to the Cascade complex. In type II CRISPR-Cas systems there is a single

large Cas9 protein that performs all interference activity. In this case, the pro-

cessing of crRNA is rather complex - it requires additional small RNA - the

transencoded crRNA (tracrRNA). This tracrRNA has a specific structure that

can form a hairpin that allows its binding to Cas9 and also has a region com-

plementary to repeat sequences in pre-crRNA. Mediated by Cas9, tracrRNA

forms a double-stranded RNA duplex with pre-crRNA that is then processed

by RNase III encoded outside the CRISPR-Cas locus [20]. In type III CRISPR-

Cas systems pre-crRNA is also processed by Cas6 endoribonuclease which,

however, is not a part of the effector complex [16]. Type III Cas6 produces

intermediate crRNAs that are being further trimmed at the 3’ end by other

distinct but yet unidentified factors [21]. Mature crRNA is transferred to ef-

fector Cas10–Csm or Cas10–Cmr complex for type III-A or III-B CRISPR-Cas

systems, respectively [22].
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When CRISPR effector complexes are formed the interference - recogni-

tion of foreign DNA and its degradation can occur. In type I systems recogni-

tion is performed by the Cascade [17] - a large complex that is formed by dif-

ferent Cas proteins. In order to achieve successful target recognition type I ef-

fectors require the so-called protospacer adjacent motif (PAM) [23]. It is a spe-

cific sequence located next to a protospacer (and therefore outside of spacer

complementarity region) that is recognized by the Cse1 (CasA) subunit of

Cascade [24] and allows the Cas3 nuclease to bind [25]. The PAM sequence

is extremely important for self- versus non-self recognition. Since all crRNAs

are transcribed from CRISPR array, they sequence obviously matches their

origin in CRISPR array. However, since PAM is absent from the part of re-

peat and the spacer-repeat junction distinguishing of foreign DNA from the

CRISPR array becomes possible. The first 8 nucleotides of the spacer form the

so-called "seed" region, which is crucial for target recognition. Mutations in

the seed region that introduce single mismatches with the target almost com-

pletely abolish interference while changes in other parts of do not lead to loss

of recognition and could still result in successful interference (but sometimes

at lower efficiency) [23]. In effector complexes, the seed region is typically

specifically pre-ordered by Cas proteins which establish a specific confor-

mation in order to enhance protospacer binding [26]. The seed region pre-

sumably is the first to be matched between spacer and protospacer, making

complex formation thermodynamically favorable. Upon a successful spacer-

protospacer match Cascade complex recruits Cas3 – an ATP-dependent he-

licase and single-strand DNA nuclease which initiates target DNA degrada-

tion [13]. Cas3 slides over the target DNA introducing periodic single-strand

breaks, which allows the foreign DNA to be targeted by other cell nucleases.

In type II systems Cas9 combines both the target recognition and nuclease

functions [27, 28]. Type II systems also require PAM for target protospacer

recognition [8, 27]. PAM is recognized by a specific domain of Cas9 [29].
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Foreign DNA degradation, in this case, occurs through the introduction of

a double-strand break in the target [30], catalyzed by two domains of Cas9:

HNH and RuvC [31]. Each of these domains cut their own strand of target

DNA [31].

In type III CRISPR-Cas systems the recognition occurs by a completely

different mechanism. The effectors are Cas10–Csm or Cas10–Cmr complexes

for type III-A or III-B systems, respectively, they contain multiple subunits

and are similar in function to the Cascade complex of type I systems [21].

Self- versus non-self differentiation in the case of type III systems is PAM-

independent. crRNAs processed from pre-crRNA contain a fragment of the

repeat - so-called crRNA tag [16, 32]. This crRNA tag is required in order

to probe target sequence and only sequences that do not possess full match

to the tag sequence are destroyed [32]. CRISPR array or its transcripts fully

match crRNA and remain unrecognized, preventing autoimmunity. Another

distinct feature of type III CRISPR-Cas complexes is that they target both

RNA and DNA [33, 34]. Subunits Csm3 and Cmr4 cleave single-stranded

RNAs complementary to crRNA into fragments of discrete lengths [33, 35];

the Csm1 and Cmr2 subunits cleave DNA introducing single-strand breaks

[33, 36]. The latter activity is dependent on complementary RNA recognition.

There are several reports that neither Cas proteins nor crRNA in vivo are

produced constitutively [37, 38]. Instead, their production is regulated by

various external events. In Escherichia coli the type I CRISPR-Cas is repressed

by a global transcription repressor – DNA binding protein H-NS [37]. H-NS

binding could be countered by transcription factor LeuO, an H-NS antag-

onist. LeuO overexpression activates E. coli CRISPR response, promoting

both interference and new spacer acquisition[38, 39]. LeuO expression can

be triggered by various cellular stress conditions including cell membrane

penetration by viruses [40].

Other newly found types of CRISPR-Cas systems, such as type IV, V
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and VI are yet largely understudied [5]. Given their structural diversity, we

might expect to find other mechanisms of protospacer recognition, self- ver-

sus non-self distinction and regulation. For instance, newly discovered type

VI CRISPR-Cas systems effector complex contains RNAse Cas13 that target

only RNA [10, 41] and must be controlled differently than DNA targeting

systems. Overall, CRISPR-Cas systems can be viewed as a diverse group that

only share a similar molecular memory organization but are quite distinct in

mechanisms of action/use of this memory.

1.1.4 Mechanism of immunization

CRISPR interference relies on an existing database of spacers. Thus, initially,

the CRISPR-Cas needs to gather immunity – undergo an immunization pro-

cess, which is also called adaptation. Generally, this process includes recog-

nition of foreign DNA, a capture of protospacer DNA fragments and their

integration into the CRISPR array as new spacers. Adaptation could happen

through two distinct mechanisms: naive adaptation - acquisition of a com-

pletely new spacer and primed adaptation - one that depends on recognition

of foreign DNA by a pre-existing spacer.

Naive adaptation has been first shown nearly a decade ago and has been

extensively studied since then. While the main mechanism has been re-

vealed for type I CRISPR-Cas systems most details remain unclear or being

debated. The naive adaptation consists of three stages: source DNA prepa-

ration, spacer acquisition, and spacer integration [42] (fig. 1.3).

The first step of naive adaptation is the formation of DNA fragments suit-

able for integration. It is currently believed that one way these fragments are

produced is through the activity of the RecBCD exonuclease complex [42, 43].

RecBCD is a part of prokaryotic double-strand break repair system [44]. It

recognizes the ends of double-stranded breaks in DNA, unwinds DNA from
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FIGURE 1.2: Scheme of CRISPR-Cas interference pro-
cess. The scheme presented is closest to the mechanism of
type I CRISPR-Cas systems. Effectors (orange) after being
translated are charged with crRNAs which each consist
of a spacer segment (light gray) and repeat hairpin (dark
gray). In order for pre-crRNA to maturate it is cleaved by
the subunits of the effector complex (solid curved arrow)
as in type I CRISPR-Cas systems or by dedicated stan-
dalone RNAses and then bound by effectors (dashed ar-
rows) as in type III systems. The viral protospacer (gray)
and PAM (red) is recognized by crRNA spacer and PAM
recognition subunit or domain (red star) of the effector

and viral DNA is degraded.
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FIGURE 1.3: Scheme of CRISPR-Cas naive adaptation.
Virus, plasmid or self DNA is degraded by RecBCD com-
plex (three brown globes) and degradation pieces are up-
taken by the Cas1-Cas2 complex. Alternatively, Cas4 can
obtain viral DNA and transfer it to Cas1-Cas2 through
an unknown mechanism. Cas2 subunit of the complex
is shown by darker and Cas1 - by lighter green color.
The new spacer is shown in black with the red part cor-
responding to PAM and PAM-complementary sequence,
which is further trimmed by Cas1-Cas2 leaving only gua-
nine and cytosine in PAM and PAM-complementary se-
quence, respectively. The new spacer is integrated split-
ting two chains of the first repeat (green). Then the re-
maining chain is being repaired (shown by green arrows)

by unknown cellular polymerase and ligase.
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the 3’ end [45] and moves along the DNA strand executing periodic single-

stranded breaks. The produced DNA fragments might be used as a source of

spacers by the Cas1-Cas2 complex [43]. The specificity of RecBCD makes it a

good tool to specifically target foreign DNA for RecBCD can target genome

ends of double-stranded DNA viruses such as the lambda phage [46]. Also,

RecBCD could operate together with type II restriction enzymes that cleave

foreign DNA into linear fragments by introducing double-stranded breaks

[47]. Moreover, RecBCD complex also targets frequently replicating DNA

such as that of plasmids and viruses [43], since it is recruited by the stalled

or collapsed replication forks which are also a source of double-strand DNA

ends [48, 49]. The problem of self-DNA degradation by RecBCD and assuring

specificity towards foreign DNA as a source of new spacers may be resolved

on two levels. On one hand, RecBCD degradation is inhibited by Chi sites

[50, 51] which, when present, are highly overrepresented in the host genome

compared to viral genomes [52]. This should limit RecBCD-mediated degra-

dation to the nearest Chi-site in host DNA and shall not allow RecBCD to do

much harm and also generate self-targeting spacer precursors. Further, more

active replication leads to a bias towards the acquisition of spacers towards

foreign DNA [43]. Recently it also has been shown that spacer material could

be obtained in RecBCD independent way with the aid of the Cas4 protein,

which is encoded in some type I systems cas loci [53].

The second step of CRISPR adaptation is foreign DNA protospacer bind-

ing by the Cas1-Cas2 complex. It has been shown that Cas1-Cas2 complex

has a strong preference towards double-stranded DNA fragments in vitro

[54]. Cas1-Cas2 forms an X-shaped complex with model DNA fragments

with the central part of DNA being in a double-stranded form and both ends

splayed, forming single-stranded extensions [54, 55]. Binding to Cas1-Cas2

requires that DNA fragment contains a (PAM) [8]. Thus, PAM is essential
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both for recognition of protospacer for integration [2] and for target cleav-

age during interference (see section above) [2, 8]. Yet it remains unclear how

Cas1-Cas2 complexes obtain the defined DNA pieces from, presumably, the

products of RecBCD degradation. The most recent studies show that when

present, Cas4 plays a role in the selection of suitable DNA fragments for the

Cas1-Cas2 complex for future integration in CRISPR array [53].

The third step of the adaptation process is an integration of a protospacer

into the CRISPR-array. According to the existing model, Cas1-Cas2 cleaves

3’-ends of the protospacer substrate [42] removing two nucleotides of the

PAM-complementary sequence leaving exposed a 3’-OH group of a cytosine

[54]. Then, Cas1-Cas2 uses these -OH groups to perform two nucleophilic

attacks on 5’-ends of the first repeat (leader-proximal repeat) of CRISPR array

[54, 56]. Two strands of the previous leader-proximal repeat are separated

and form single strands of the first and second repeats of the extended array.

The remaining single-strand gaps are then repaired by currently unknown

DNA polymerase and DNA ligase [42]. This results in the integration of the

new spacer but not the PAM sequence in the CRISPR array and duplication

of the repeat.

Other types of CRISPR-Cas systems are less studied yet they possess dis-

tinctive features in their adaptation process. For instance, type II systems

require their effector Cas9 for a successful acquisition. Presumably, Cas9 is

needed to recognize the correct PAM sequence of protospacers selected as the

source of future spacers [57]. Newly found and classified type IV CRISPR-

Cas system lacks any adaptation genes [5] and it remains unclear what is the

mechanism of new spacer acquisition in this case.



14 Chapter 1. Literature review

1.1.5 Primed adaptation

In type I CRISPR-Cas systems there is also another mechanism of spacer ac-

quisition - primed adaptation. It requires the presence not only of the Cas1-

Ca2 complex but also of the Cascade charged with crRNA with a spacer

matched or partially matched to foreign DNA [58].. Primed adaptation is

much more efficient than naïve adaptation and is highly selective for foreign

DNA with new spacers orientation matching that of the priming protospacer

recognized by the crRNA.

The detailed mechanism is yet not well understood, and several hypothe-

ses are being considered. The most promising interference-based model pro-

poses the kinetic explanation of primed adaptation [59] and supposes that

primed adaptation occurs through a similar mechanism as a naive adaptation

except that the spacer source and production mechanism is different. When

the Cascade binds to a perfectly matched protospacer rapid degradation of

foreign DNA follows [60]. But upon binding to a mismatched protospacer

the foreign DNA degradation becomes slower. During normal interference

with matched targets, the degradation is so fast that it cannot trigger primed

adaptation [61]. Mismatched targets are degraded over an extended period

of time and concentration of foreign DNA fragments (generated by Cas3)

becomes high enough so they can be picked by the Cas1-Cas2 complex and

integrated into the array [62]. Alternative conformational-control model pro-

poses that primed adaptation occurs by a completely different mechanism. It

is supposed that binding of the Cascade complex to a spacer with a mismatch

could lead to an alternative "open" conformation with the target, compared

to “closed” conformation on fully matched target [63]. This open conforma-

tion can recruit the Cas1-Cas2 complex which leads to a direct transfer of new

protospacers from foreign DNA to Cas1-Cas2 [64].
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1.2 CRISPR-Cas systems targeting viruses

1.2.1 Arms race and co-evolution

Since the main function of CRISPR-Cas systems is adaptive immunity and

anti-viral defense, the CRISPR-mediated co-evolution of prokaryotes and

their viruses was extensively studied both experimentally [65] and computa-

tionally [66] over the recent years. Currently, the interaction between viruses

and prokaryotic cells is viewed according to a Red Queen hypothesis [67] or

evolutionary arms race. Being a fundamental evolutionary concept it pro-

poses that tightly connected species such as predators and their prey or com-

petitor species survive in constant evolution in an endless process of trying to

outcompete each other. In the context of CRISPR-Cas system as an anti-viral

defense and viruses as a predator of prokaryotes on a short-term scale, this

would correspond to a constant acquisition of new spacers by CRISPR-Cas

systems and mutation of corresponding protospacer regions in viruses.

While conceptually this arms race between host cells and viruses is straight-

forward, there is a set of details in the CRISPR-Cas mechanism of action that

affects the process, balance, and dynamics of the arms race.

As it was mentioned above viruses can escape targeting by CRISPR-Cas

systems through mutations in protospacer regions or their PAMs. It has

been shown that two regions are most important in protospacer recogni-

tion, which thus should be most vulnerable to mutations in viruses escaping

CRISPR-Cas action. These are PAM sequences required for self versus non-

self recognition and "seed" region that is important for initial paring of cr-

RNA spacer and target protospacer. It has been shown that single mutations

of PAM and most positions of the "seed" result in a drastic increase of effector

complex dissociation constant from targets thus abolishing CRISPR-Cas in-

terference. On the other hand, mutations in other regions of spacers lead only

to a moderate dissociation constant increase or occasionally have no effect on
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spacer-protospacer binding [23]. Yet, strikingly, it was also shown that PAM

sequences are not avoided and often are not even underrepresented in viral

genomes. Seemingly, the pressure of CRISPR-Cas systems on viruses is not

strong enough to promote avoidance of PAMs or, alternatively, PAMs cannot

be avoided because of their very short size and also functional redundancy

in their sequences [68]

The second complexity in the arms race of viruses and CRISPR-Cas sys-

tems is based on the fact that not all spacers are equally beneficial for the

host. While any perfectly matched spacer originating from a protospacer

with consensus PAM protects the cell from next viral attacks, some spacers

are more important than others in the evolutionary perspective. Typically

they correspond to more conserved parts of viral genomes that could not

be mutated without a significant damage to viral fitness. This is supported

by the fact that there are conserved spacers that are maintained in different

host subpopulations, strains, or even closely related species. While other fac-

tors may contribute to these effects, such as genetic drift, the main source

of this universal presence is considered to be selective sweeps [69]. Thus,

this functionally splits the CRISPR spacer arrays into two parts: a variable

part consisting of unique newly acquired spacers and a conserved part that

contains conserved spacers - the effect reported as ’trailer-end conservation’

[69, 70, 71, 72, 73]. There are various additional mechanistic details that might

come into play. For instance, it has been shown that spacers acquired from

the T5 bacteriophage have a strong bias towards the proximal end of its linear

genome. The putative reason for that is the location of pre-early viral genes

- the genes that are responsible for hijacking the host machinery for virus

needs [74]. Thus, targeting these genes gives a significantly higher chance of

survival for the host.

CRISPR-Cas systems are somewhat unique in terms of their evolution

process. It is commonly accepted that species evolution is Darwinian - the
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changes in the progeny occur stochastically and then they are fixed or not

in the population under the pressure of environment by survival and repro-

duction of the fittest individuals [75, 76]. However, with the discovery of

CRISPR-Cas systems, it was noticed that their evolution is strictly speaking

not Darwinian [77]. Instead, CRISPR-Cas share lots of features with Lamar-

ckian evolution - the concept proposed prior to Darwin’s theory and assum-

ing that environment pressure directly affects the changes in the organism

phenotype which is then fixed in the progeny. The original point of view of

CRISPR-Cas was that it is a unique example of Lamarckian evolution [77].

The current view of the CRISPR-Cas evolutionary process is more complex,

and it is considered that it exhibits features of both Lamarckian and Dar-

winian evolution [77, 78, 79, 80] (see fig. 1.4). Indeed, if we assume that

spacers are acquired every time the cell encounters viral particle this type of

evolution would be Lamarckian. On the other hand, if spacers are uptaken

completely randomly and then cells that have acquired a spacer capable of

interference are selected as gaining a distinct advantage - this would count

as a Darwinian evolution. As discussed above CRISPR-Cas systems acquire

spacers randomly but with a bias towards capturing spacers from viruses.

This gives a continuum of evolutionary models with a different degree of

"Darwinicity" and "Lamarckicity" based on the extent of bias towards viral

DNA [79].

Another paradox related to CRISPR-Cas evolution is the adaptation-survival

paradox. When a virus attacks a cell that holds a CRISPR-Cas system there

could be two scenarios. The first scenario is the presence of a spacer that tar-

gets such a virus. In this case, the cell will destroy it and also could obtain

new viral spacer. On the other hand, if the cell did not have a spacer against

the virus it could acquire a viral spacer, but typically lytic viruses trigger

cell death early in infection, making this outcome highly unlikely. Thus, the

paradox occurs - cells seemingly could not inherit spacers obtained by their
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Lamarckian view

Darwinian view

FIGURE 1.4: Lamarckian and Darwinian evolution of
CRISPR-Cas array. (A) Lamarckian view on CRISPR-
Cas evolution. Each viral attack results in spacer acqui-
sition (red and orange) that is being inherited in future
generations. (B) Darwinian view on CRISPR-Cas evolu-
tion. Random spacer acquisition from different origins
(red for viral, blue for host genome, green for plasmids)
leads to survival only of those cells that acquired spacers

from viruses.
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infected ancestors for they are destined to die. For a long time, it was unclear

how this paradox is solved and it was proposed that in this case, the survival

occur randomly through CRISPR-unrelated mechanisms [79]. Only recently

it has been proposed that this paradox could be resolved assuming that spac-

ers could be acquired from defective phages - phages that lost parts of their

genome and could not cause cell death. These defective phages could still be

a source of spacers and since they share most parts of the genome with func-

tional phages, spacers obtained from these phages shall provide immunity

from infection. It has been confirmed experimentally that spacer acquisition

from defective phages that are always present as a small fraction in the phage

population is highly preferable [81]. However, at the same time, it has been

shown that this mechanism does not contribute to all naïve adaptation [81].

Thus, it remains unclear what is the mechanisms that contribute to the rest

of the naïve adaptation.

The final level of complexity of the virus-CRISPR-Cas arms race was added

with the discovery of anti-CRISPR proteins encoded by phages [82, 83]. They

are encoded in specific loci that allow viral infection of cells with perfectly

matching spacers. Being a novel class of genes only a few of them have dis-

covered [84, 85]. There are two typical mechanisms of actions [82]. Small

acidic anti-CRISPR mimic DNA; they bind CRISPR effector and block it from

binding to target DNA [86, 87]. Alternatively, some anti-CRISPR systems

function as nuclease inhibitors binding to the Cas3 protein of type I system

or to the HNH endonuclease domain of Cas9 [88, 89]. This does not prevent

the binding of effectors to the target DNA but inhibits the target DNA degra-

dation. Anti-CRISPR systems lead to the arms race between viruses and host

cells leading to rapid evolution and diversification of CRISPR-Cas systems

[82].
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1.2.2 Altruistic behavior and abortive infection theory

CRISPR-Cas systems are sometimes viewed not as an individual defense sys-

tem but a population-level defense system and compared with abortive in-

fection systems [90]. Abortive infection systems (Abi systems) were firstly

found more than 50 years ago and since then more than 20 different kinds of

systems with known or unknown mechanisms have been revealed. Abi sys-

tems are prokaryotic anti-virus defense of quite a unique nature [91, 92, 93].

Abi systems do not save the cell from the phage but to the contrary trig-

ger ’programmed cell death’ upon the infection. It has been proposed that

CRISPR-Cas systems also operate as an abortive infection mechanism. This

could work on two different levels. On the first level, CRISPR-Cas could

function as proper Abi systems triggering ’programmed cell death’ of in-

fected cells when viral DNA is recognized by CRISPR-Cas [74]. On the other

hand, CRISPR-Cas systems could act in a more direct way of cutting the in-

vader DNA and lowering the virus progeny quantity, while nor rescuing

the infected cell [60]. Such systems are very unique from the evolutionary

perspective as their evolution goes beyond traditional Darwinian evolution

and involves the evolution of an altruistic behavior. While each individual

(in this case a prokaryotic cell) does not survive, such altruistic systems be-

come beneficial for the whole population which is mostly monoclonal. It has

been shown that such systems evolve on the balance of the population benefit

and individual loss. This scenario contradicts the new gene-based evolution

paradigm where the evolution of each individual gene or functionally related

gene complex should be viewed separately of the individual evolution and

population evolution [94].
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1.3 CRISPR-Cas systems targeting plasmids

Alongside viruses as their primary aim, CRISPR-Cas systems can specifically

target plasmids. The bias towards plasmid targeting is probably based on

the fact that CRISPR-Cas spacers are better acquired from replicating DNA.

Since plasmids are typically replicating much more frequently than the host

genome it leads to a bias towards plasmid-targeting spacers (and, ultimately,

plasmid destruction) compared to self-immunity. It remains unclear whether

this feature of CRISPR-Cas systems has some evolutionary advantage or it is

an unavoidable cost paid in order to have efficient protection from viruses.

1.3.1 Role of plasmid targeting in nature

Horizontal gene transfer (HGT) is the ability to transfer some genome ele-

ments from one organism to another [95, 96]. It is observed mainly in mi-

croorganisms and was discovered more than half a century ago [97]. While

originally it was thought that HGT plays a minor role in prokaryotic evolu-

tion, later it was found that up to 30% of genetic material can be transferred

through HGT and HGT obviously played a critical role in prokaryotic evo-

lution [98]. Nowadays it is argued that even the concept of "tree of life" as a

series of species bifurcation should be abandoned towards a "web of genes"

when each gene evolution should be viewed independently [94, 99]. Three

main mechanisms of HTG are conjugation, transformation, and transduction

[95]. Conjugation occurs when cells contact each other, forming junctions al-

lowing the genetic material transfer. It is typically mediated by conjugative

plasmids that could both carry the conjugative systems and be transferred

through the junction [96, 100]. Transformation is an uptake of genetic mate-

rial that is floating freely in the environment [101]. The main source of such

material is lysed cells [102]. Transduction is a transfer of genetic material by
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viruses that results in integration of viral genome or non-infectious DNA car-

ried in viral particles in the host genome [95]. Thus, during HGT host cells

mainly rely on plasmids and viral agents as the genomic material carriers

and plasmids play a crucial role in HGT.

It has been shown in numerous experiments that CRISPR-Cas systems

that target plasmids prevent HGT [103, 104] both through conjugation [103]

and natural transformation [105, 106, 107]. Moreover, the only way for the

plasmid to escape the elimination by CRISPR-Cas system targeting that plas-

mid is through mutation of protospacer, spacer or other components of CRISPR-

Cas machinery (see fig. 1.5) [106]. While an acquisition of new spacers from

plasmids is less studied, a bioinformatic study has shown that a large frac-

tion of spacers originate from plasmids [108], suggesting that CRISPR-Cas is

limiting HGT.

On the other hand, despite strong evidence of efficient inhibition of HGT

by CRISPR-Cas on a timescale of individual cells and cell populations, there

is a lack of evidence of CRISPR-Cas efficiency against HGT on evolutionary

timescales. Bioinformatic analysis of the correlation between spacer acqui-

sitions and HGT during evolutionary history revealed a lack of correlation

between the activity of CRISPR-Cas and quantity of genes acquired through

HGT. While there are several putative explanations, including inefficiency of

CRISPR-Cas against very high exposure to mobile genetic elements, there is

yet no good explanation of this observation [109].

1.3.2 CRISPR-Cas system spacer diversity and spacer origin

There is an observed intriguing diversity in the spacer space. There are

multiple bioinformatics studies that have analyzed the spacer space of vari-

ous species [73, 110, 111]. It was revealed that typically different sprains of
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FIGURE 1.5: Result of the interaction of plasmid and
CRISPR-Cas system in the “offer they can’t refuse” ex-
periments. The plasmids survived under the pressure of
CRISPR-Cas systems targeting the plasmids through the
mechanism that falls in one of four cases. i) Plasmid tar-
get protospacer mutation that leads to loss of recognition
and the following interference. ii) Alternatively, spacer
in the CRISPR array was mutated or lost leading to loss of
immunity. iii) One of Cas proteins in the host cell mutated
leading to a dysfunctional CRISPR-Cas system. iv) There
was a mutation in the CRISPR-Cas regulation leading to
partial immunity. The figure was reused without changes
from [106] at PloS Genetics under Creative Commons At-

tribution 4.0 International.
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the same host species have very diverse spacer composition. The main in-

trigue is relater to the origin of CRISPR spacers. While the main function of

CRISPR-Cas systems is anti-viral defense it should be expected that all the

CRISPR spacers should be originated from viral genomes. However, a se-

ries of bioinformatic experiments surprisingly reveals that it is very far from

truth [112, 113, 114]. Several studies revealed the variety of spacer origin:

alongside with virus sources some spacers target plasmids, genomes of other

species, unidentified pangenome material or even self-targeting [93]. How-

ever, from 70% to 95% spacers still remain unidentified origin and were not

mapped on any known sequence. It remains unclear what is the source of

this so-called "dark matter" of spacers. There are several hypotheses: those

spacers correspond to rapidly mutated viral protospacers which could not

be identified; those spacers correspond to undiscovered viral species; those

spacers are generated through some unknown mechanism or correspond to

some other functions.

1.4 Other functions of CRISPR-Cas

Analysis of different aspects of the CRISPR-Cas system has revealed that in

addition to their function as the prokaryotic immune system there likely are

secondary functions. Given their nuclease activity, they putatively hold a

genome editing and transcription regulation functions. These unique fea-

tures could also be utilized in various model systems and genome editing

tools [93, 115, 116].

Most commonly reported secondary function of CRISPR-Cas systems is

the regulation of gene expression. There are two putative mechanisms that

have been proposed which are probably complementary and may function
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simultaneously. The first mechanism is regulation based on partial comple-

mentary between crRNA and cellular target. While the details of this regula-

tion remain unclear, it is proposed that this mechanism is similar to the mech-

anism by which microRNA (miRNA) regulate gene expression in eukaryotes

[115, 117]. While perfect match to a host target locus has a high probability to

result in self-immunity and degradation of self-DNA, CRISPR arrays rarely

hold spacers identical to host genes. However, partial matches are often ob-

served. It is proposed that effector complexes charged with these partially

matching crRNAs could bind to mRNA resulting in inhibition of translation

by the physical arrest of a ribosome, similarly to miRNA mechanism of gene

regulation [117]. It is also possible that CRISPR-Cas effectors arrest transcrip-

tion by binding to a partially matched gene without promoting its cleavage.

This mechanism was shown as a putative regulatory mechanism of biofilm

formation in Pseudomonas aeruginosa [118].

The second mechanism is targeting mRNA and its direct degradation.

While most CRISPR-Cas systems target DNA, some, such as type III [35, 119]

or type VI [10, 41] target RNA. In the case of such systems, a perfect match

of a spacer to a gene part will result in a knockdown of the gene by mRNA

degradation without causing autoimmunity.

CRISPR-Cas might also play a role in DNA repair mechanisms since Cas1-

Cas2 proteins are expected to interact with the RecBCD system [43], which is

involved in DNA repair [44]. It has been shown that Cas1-knockout strains

showed higher sensitivity to DNA-damaging agents. Cas1 was showed to

play a role in the resolution of Holliday junctions that occur during DNA

recombination [120].

Last but not least is the possibility of CRISPR-Cas induced genome alter-

ations by direct self-targeting. This occurs if a CRISPR spacer is targeting

some regions of the host genome that could not be distinguished by the ex-

isting self- versus non-self differentiation mechanisms. While in most cases
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such targeting results in high toxicity and inevitable cell death, it can also

trigger genome rearrangements that could lead to rapid evolution [121].

1.5 CRISPR-Cas costs

Currently, it is generally agreed that there are downsides of holding a CRISPR-

Cas system (sometimes referred to as CRISPR-Cas fitness cost), though there

is no agreement what is the main source of such cost. There are several ideas

being discussed. They include genomic burden, the cost of maintenance

of the cas genes, potential auto-immunity, and blockage of beneficial HGT

[122, 123].

The genomic burden is due to the maintenance of extra genetic material

in the form of CRISPR-Cas loci. The prokaryotic genome has a high bias for

deletions for the sake of economy and efficiency [124]. However, this should

not have a large effect on CRISPR array evolution as the size of even largest

CRISPR systems is less than 1% of the genome [125].

Targeting self DNA by spacers is causing self-immunity and is very toxic

to the bacteria [121], and such spacers are clearly avoided. Self-immunity cost

is a relatively complex issue for CRISPR systems as a mechanism of avoiding

self-immunity is not well studied and seemingly differs in different CRISPR

types [79]. It has been shown that Type II-A CRISPR system acquires spac-

ers both from foreign DNA and self DNA [126]. At the same time in system

I-E, there is a preference towards foreign DNA due to acquisition preference

towards rapidly replicating genetic elements [6, 43]. Alternatively, CRISPR-

Cas expression could be repressed in the normal living cells and could be

induced only in the course of infection [127]. These mechanisms are not mu-

tually exclusive and have the potential to jointly reduce the self-immunity

cost. Be as it may, this cost seems to depend on the activity and mechanism

of the initial stage of spacer acquisition and does not depend on the length of
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the spacer array. If a single spacer is acquired from self-genome it will result

in almost inevitable cell death [121].

Experiments have shown that CRISPR-Cas systems inhibit plasmid trans-

formation and have a potential to limit horizontal gene transfer [103] which

plays a crucial role in prokaryotic evolution. It has been shown that the in-

troduction of a strongly beneficial plasmid that is targeted by CRISPR leads

to loss of CRISPR [106] (fig. 1.5). Indeed it has been shown that the marks

of HGT attempts could be seen in CRISPR of the archaeal genomes [108].

However, a large-scale bioinformatics study has shown the increase in the

length of the array is not correlated with the decrease of new genes acqui-

sition [109]. Thus, this cost (if it exists) is associated with the activity of the

CRISPR system, and not with the length of the array.

Another simple yet important cost is the cost of maintenance of the CRISPR-

Cas system i.e. crRNA synthesis, effector synthesis, the energetic costs of

new spacer acquisition etc. A recent study has shown [123] that this cost in-

deed exists, and is mainly related to the production of Cas proteins and is not

affected by the number of spacers in the CRISPR array.

1.6 Modeling approaches to study CRISPR-Cas sys-

tems

Since this work is focused on modeling of CRISPR-Cas systems, we need

to discuss the approaches that have been used to do so in the past. There

are multiple computational works that explored CRISPR-Cas phenomenon

in order to unwind the co-evolutional complexity of the system [66]. There

are two main approaches or techniques that are commonly used in the lit-

erature. The first technique is modeling using a system of differential equa-

tions (ODE-models) where each population or subpopulation of host cells
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and viruses is described by its own differential equation. In this framework,

the dynamic of each population is deterministic and continuous. The second

approach is agent-based stochastic models or individual-based models (ABS-

models) that treat each individual cell or virus particle as an independent

object.[128]. Some works used a specified two-dimensional spatial stochastic

models in order to capture the spatial features of the process [78, 129]. Some

works incorporated the best features of both ODE and ABS approaches in

order to capture the randomness of the underlying processes of spacer ac-

quisitions and protospacer mutations yet keep the model computationally

efficient [80, 130, 131, 132].

The first mathematical model that incorporated the features of CRISPR-

Cas was developed in 2010 by Levin [133] as a simple ODE Lotka-Volterra-

like system that incorporated binary CRISPR-based immunity: The host cells

were either non-immune or fully immune to the viruses. The model was de-

veloped in order to assess the potential efficiency of CRISPR-mediated phage

resistance and compare it with other types of resistance, for instance, enve-

lope resistance. In other words, it addressed the question when the CRISPR-

Cas system should be the dominant host defense system and why some pro-

caryote species has CRISPR-Cas while other does not. It has been shown that

there is some parameter space where holding CRISPR-Cas gave an evolution-

ary advantage for the host cells, however, this parameter space became nar-

rower if an alternative immunity mechanism existed. Further analysis by the

same group used both computational and experimental techniques in order

to validate predictions and extend the model [106, 134]. In particular, they

were focused on the host-virus co-evolution and extinction. These works

show that a single spacer acquisition is not enough and in order to be fully

immune to viruses host cells should hold multiple spacers (two in case of

Streptococcus thermophilus DGCC7710) that should be obtained through first-

and second-order spacer acquisition [134]. At the same time, if there is some
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subpopulation of the host cells that remain vulnerable to the viruses, the host

cell population cannot eliminate viruses, leading to their coexistence[134].

They have shown that the presence of CRISPR-Cas in the system promotes

arms race and coexistence of virus and host. Further work analyzed the fit-

ness cost of CRISPR-Cas and the ways the host cell deals with CRISPR-Cas

targeting beneficial agents. They tested the “offer they can’t refuse” type of

system - introducing a plasmid that provides antibiotic resistance that is tar-

geted by CRISPR-Cas [106]. They have shown that such a system operates

in a tight balance of functional and knocked-out CRISPR-Cas depending on

the host cells mortality rate due to viral infections and other causes [106].

A further analysis on a similar topic was performed by Weinberger et al.,

counting costs and benefits of CRISPR-Cas system [135] (fig. 1.6). They used

an ABS-model of virus-host coevolution including CRISPR-Cas system costs

and viral mutation rate as the system parameters. They revealed that there

is a sharp edge separating the host population with inefficient CRISPR-Cas

from the population with efficient CRISPR-Cas. It was coupled with bioin-

formatic analysis showing that other environmental factors such as tempera-

ture can affect this balance [135]. Further analysis linked virus mutation rate

and viral population size, providing the virus population diversity threshold

that is limiting the efficiency of CRISPR-Cas systems [136]. At the same time,

they provided an alternative more simple explanation of temperature effect

on CRISPR-Cas systems suggesting that the direct factor that increases the ef-

ficiency of CRISPR-Cas systems under such conditions is the low population

size which itself is affected by extremal temperature conditions. In the work

of Berezovskaya et al. they took a different approach, applying a bifurcation

analysis to an ODE model of host-virus co-evolution [137] to further explore

potential regimes of such co-evolution. This model has shown that alongside

with trivial equilibrium (i.e. elimination of either host or virus), the system

may also exhibit non-trivial stable equilibrium or oscillations. However, it
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FIGURE 1.6: Cost-benefit analysis of CRISPR-Cas preva-
lence (A) Threshold of CRISPR-Cas system presence
based on its cost (B) Efficiency of CRISPR-Cas system
(C) Diversity of the viral population when suppressed by
CRISPR-Cas system of the hosts (D) number of spacers in
the CRIPSR array. The figure was reused without changes
from [135] in mBIO journal under Creative Commons

Attribution-Noncommercial-ShareAlike 3.0 Unported.

has been shown that oscillations are often quasi-chaotic, making impossible

to make any valid prediction on the result of virus-host co-evolution.

Another direction of modeling is focused on various aspects of diversity

maintenance, co-evolution, and co-existence of virus and host sub-population.

While natural virus-host populations seem to co-evolve [66, 73, 138], it re-

mained unclear how this co-evolution occurs in case of Lamarckian-like set-

ting of CRISPR-Cas. In the works of Childs et al. they explored such sys-

tems in a model that combine ABS and ODE model features [80, 130].In their

work, they explored the driving forces of the coexistence of virus and host
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and how this coexistence affects the composition and dynamics of spacer ar-

rays. They have shown that such co-existence and long-term maintenance of

multiple subpopulations of hosts and viruses occur naturally through incom-

plete sweeps by single strains and temporary advantage of the older strains

[80]. Further analysis was focused on the hedge immunity as they introduce

the concept of distributed immunity and Population-wide Distributed Im-

munity (PDI) as a measure of overall immunity of all host subpopulations

in [130]. They proposed that the host population is presented by genetically

diverse but phenotypically similar subpopulations that function in a coali-

tion against viral attacks [130]. Tightly related to this works is an article by

Weinberger et al. who assessed the trailer-end conservation phenomenon

(see Arms race and co-evolution section) both bioinformatically and through

modeling [69]. They have shown that unidirectional spacer acquisition and

selective sweeps naturally lead to loss of spacer diversity of trailer-end. At

the same time, another model has shown that only a few leader-end spacers

contribute to immunity while trailer-end spacers are almost useless [80].

In other models Haerter et al. also studied co-existence, co-evolution,

and diversity of viruses and host cells but in a setting driven by spatial ef-

fects [78, 129]. They have shown that spatial distribution of host cells and

virus population leads to a co-existence of host cells in the average viral

species number that exceeds the capacity of CRISPR-Cas array due to a non-

universal distribution of viruses [129]. Also, the viral infection leads to a spa-

tial distribution of cellular subpopulation with different array composition.

The cells on the edge of the infection acquire new spacers from viruses which

becomes dominated by other spacers as cells move "inside" the population

[129]. The further work analyzed whether the CRISPR-Cas evolution is Dar-

winian or Lamarckian. Surprisingly, it has revealed that spatial distribution

of viruses makes the overall CRISPR-Cas spacer evolution more Lamarckian

and at the same time more efficient [78].
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Overall the evolutionary models of CRISPR-Cas systems have shown a

somewhat limited applicability: While being able to prove some fundamen-

tal concepts, certain models fail to capture the complexity of the whole CRISPR-

Cas system. Some modeling conclusions contradict each other as a result of

different design and complexity depth of the models. At the same time, the

inner stochasticity underlying most of the processes of spacer acquisition,

protospacer mutation etc. leads to the whole process lacking deterministic

predictive power [66, 137].
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Introduction

CRISPR-Cas systems are a relatively novel discovery proven to be extremely

useful as a genetic engineering tool and attracting constant attention from the

modern scientific community. Being extensively studied in the last decade,

CRISPR-Cas phenomena still hold numerous paradoxes and undiscovered

mechanisms. Unique features of CRISPR-Cas such as semi-Lamarckian evo-

lution makes it an extremely interesting topic to study, in particular through

computational methods.

Computational modeling of CRISPR-Cas generally falls into two cate-

gories: simulation of the host-phage co-evolution and assessment of CRISPR-

Cas efficiency as a whole. Co-evolutionary types of works asked questions

like: Can the host and viruses coexist in the presence of CRISPR-Cas system

in the host and what are the conditions that lead to coexistence or extinc-

tion of one player [80, 130]? How spatial distribution of host cells affect the

co-evolution and spacer acquisition [78, 129]? What drives the spacer selec-

tion [69]? At the same time, CRISPR-Cas efficiency and cost-benefit analy-

sis typically addressed the questions of the prevalence of CRISPR-Cas sys-

tem and the conditions when the CRISPR-Cas system is beneficial or not

[69, 106, 133, 134]. The array composition and number of spacers is also

sometimes assessed in these types of models [69], but it is also performed

using co-evolution approach. While proving several fundamental concepts,
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these works yet remain disjointed and showing different, often contradic-

tory results. At the same time, most of the present models use the similar

methodology, being co-evolutionary ODE or agent-based models with vari-

ous features of CRISPR-Cas system being included. Researchers working on

modeling CRISPR-Cas systems still look for new approaches and techniques

in order to improve our understanding of their functions and mechanisms

In our work, we focused on the application of computational techniques

that were rarely used in the works of other research groups on the model-

ing of CRISPR-Cas systems in order to explore the field from the different

perspective. We believe that straightforward co-evolution models of such a

complex system as CRISPR-Cas have limited applicability and do not allow

one to make a quantitative and qualitative assessment of CRISPR-Cas system

behavior.

In this work, we computationally assessed several aspects of CRISPR-

system and computationally analyzed how its characteristics affect array com-

position, cell-virus interactions, and cell-plasmid interactions. We specifi-

cally focused on spacer array-independent characteristics such as efficiency

of CRISPR interference and number of CRISPR effector complexes as they are

poorly studied computationally yet crucially affect all array-dependent pro-

cesses. In particular, we focused on two related topics: we estimated the opti-

mal number of spacers that maximizes the cellular survival and investigated

the dynamics of the CRISPR-Cas interaction with foreign genetic elements.

To assess the optimal number of spacers in the array, we analyzed how

the survival of a host cell under a series of viral attacks depends on the ar-

ray composition. Instead of the evolutionary dynamics of CRISPR-Cas and

viruses, we focused on the array composition that optimizes host survival at

any given time. This, turn around the question of virus-host co-evolution,

focusing on the goal of the evolutionary process rather than the process. We
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also have incorporated several unique features such as unequal crRNA pro-

duction from the spacers in different positions that was proven to play a cru-

cial role in CRISPR-Cas immunity yet poorly studied. While rather idealized,

this model provides a different viewpoint on the whole process of CRISPR-

Cas immunity and on the result of other models.

Further, we focused our analysis of the details of the interaction of CRISPR-

Cas and plasmids. While other works typically consider the interaction of

CRISPR-Cas and foreign genetic elements at the population level omitting

most of the kinetics details, we particularly focused on the molecular kinetics

of plasmid replication and CRISPR-plasmids interference events. We devel-

oped a stochastic model of the plasmid replication, CRISPR interference, and

cell division, that assesses the plasmid distribution in the host cell popula-

tion. Followed by a set of experiments, we managed to explain and prove

that interactions between CRISPR-Cas and foreign genetic element are far

more complex than it was thought before and lead to non-deterministic out-

comes.
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Chapter 3

Optimal number of spacers in

CRISPR array

3.1 Introduction

CRISPR-Cas systems provide prokaryotes with adaptive immunity against

viruses and plasmids by targeting foreign nucleic acids [1, 8, 139]. Multiple

CRISPR-Cas systems differing in molecular mechanisms of foreign nucleic

acids destruction, cas genes, CRISPR repeats structure, and the lengths and

numbers of spacers have been discovered [4, 140]. Yet the current under-

standing of diversity and function of CRISPR-Cas systems is far from be-

ing complete. The origins and, therefore, the targets of most spacers remain

unknown [111, 113, 114]. The ubiquity of CRISPR-Cas systems in archaea

compared to less than 50% presence in bacteria is also not well-explained

[140, 141]. Evolutionary reasons for a plethora of distinct CRISPR-Cas sys-

tems types, often coexisting in the same genome, remain largely unexplored

[4, 125, 142]. It is also not clear why CRISPR arrays of some CRISPR-Cas

systems contain only one or few spacers, while others have dozens or even

hundreds of them [70, 125, 142, 143, 144, 145]. It is commonly accepted that

the number of spacers in an array is a result of a compromise between bet-

ter protection offered against abundant, diverse, and faster-evolving viruses
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by a larger spacer repertoire and a higher physiological cost of maintaining

a longer array [134]. However, even the largest of the CRISPR systems con-

tribute only 1% to the total size of a prokaryotic genome [125], so it is hard to

imagine that adding or removing a few spacers would affect the growth rate

in a noticeable way. Indeed, while there are various acknowledged sources

of fitness cost for maintaining a CRISPR-Cas system [103, 146], none of them

significantly depends on the number of the CRISPR spacers [109, 123, 125].

Virtually all models of prokaryotic and viral coevolution driven by CRISPR

immunity include some representation of the number of CRISPR spacers. In

some models, the array content is limited by a maximal number of spacers

(see, for example, [80], where such number is 8), or the number of spacers is

determined dynamically as a result of competition between spacer acquisi-

tion and loss (such as in [136, 147]). For a given set of environmental condi-

tions, such as the abundance and variety of infecting viruses, the dynamic de-

termination of the optimal number of spacers often manifests itself as a dom-

inance of prokaryotic subpopulation with such arrays. At the same time, the

number of spacers plays a major role in determining the complexity of sim-

ulation because it is usually required to check all possible pairwise spacer-

protospacer matches to determine the immune status of a pair of prokaryotic

and viral strains.

In this study, we propose a somewhat different view at the optimality of

the number of spacers in CRISPR array. In particular, we ask a question of

a rather idealized nature: What would be the number of spacers that max-

imizes protection of a given individual prokaryotic cell from viruses? We

show that the number of CRISPR spacers is primarily limited by “dilution”

of CRISPR effector complexes carrying most immune-active CRISPR RNA

with recently acquired spacers that target viral protospacers which had the

least time to mutate. Our analysis requires a more detailed look at the kinetics

of binding of CRISPR effector (a complex of Cas proteins with an individual
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protective CRISPR RNA, crRNA) to viral targets and distribution of crRNAs

with particular spacers among the effectors. Since the origin and utility of

the majority of spacers in each array are unknown, we made a simplifying

assumption that all spacers in an array come from viral DNA and are used

to repel viral infections. As another simplification instead of focusing on the

actual evolution that occurs in ever-changing natural viral and prokaryotic

communities, we compare the performance of arrays in their steady state for

a given set of environmental parameters. We find that there exists a non-

trivial optimal number of spacers, which maximizes the prokaryotic cell sur-

vival chances. According to the observed results, the main drivers of the

diversity in the optimal number of spacers are the mutation rate of the viral

population and the expression level of the CRISPR-Cas system.

3.2 The Model

3.2.1 Basic assumptions

Consider a prokaryotic cell with an active CRISPR-Cas system in a medium

where phages capable of infection are present. The cell is attacked by indi-

vidual viruses in a random and independent way: an attack is either repelled

or kills the cell on a much shorter timescale than a typical time interval be-

tween subsequent attacks (Fig. 3.1). We assume that CRISPR-Cas immunity

is the only protection available against the infection and each infection which

overcomes the CRISPR defense results in cell death.

The CRISPR array consists of a number of spacers acquired during pre-

vious viral attacks that did not result in the cell death and does not change

over the timescale of analysis. Each spacer corresponds to a protospacer in

DNA of viruses capable of infection. A match between a spacer and a proto-

spacer is a necessary (but not sufficient) condition for efficient defense from
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Time since 
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FIGURE 3.1: Functioning of CRISPR-Cas system in re-
lation to viral attacks. Three spacers are colored accord-
ing to their age from the time of their acquisition, from
dark green marking the youngest (the most recently ac-
quired) spacer to yellow marking the oldest one (which
was acquired the earliest). Phages carry protospacers col-
ored similarly to their matching spacers; mutated proto-
spacers are colored white. There are more mutated proto-
spacers among protospacers matching older spacers than
among protospacers matching younger ones. Inside the
cell, bean-shaped objects are CRISPR effector complexes
armed with individual crRNAs. Complexes with crRNA
of younger spacers are more abundant than those with
older ones. Viral DNA is shown to be simultaneously as-
sessed by two CRISPR effector complexes: the dark green
CRISPR spacer matches the non-mutated corresponding
protospacer while the protospacer corresponding to the
yellow spacer has mutated. The former interaction results
in the destruction of viral DNA while the latter leaves it

intact.
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infection. Protospacers may mutate, making now partially complementary

spacer ineffective. Thus, it could be beneficial for a cell to pick up more

than one spacer from each virus thus reducing the probability of failure of

CRISPR-Cas systems to recognize viral DNA [134]. This allows the cell to

hedge against mutation in single protospacer leading to more reliable recog-

nition of the virus and increased probability of survival. It is intuitively ap-

pealing to arm more CRISPR effectors with newer, more recently acquired

spacers rather than with the older ones so that the corresponding protospac-

ers would have had less time to mutate. The older the spacer, the higher is the

probability that the next encountered virus will have a corresponding proto-

spacer mutated, leading to cell death. Indeed, there is a strong preference for

spacers acquisition at one end of CRISPR array [148, 149]. As a result, spac-

ers in natural arrays are ordered according to their age, with more recently

acquired spacers located closer to the promoter from which the array is tran-

scribed. While the abundance of individual crRNAs is a complex function of

their processing rate from pre-crRNA CRISPR-array transcripts and stability,

promoter-proximal crRNAs are expected to be generally more abundant that

promoter-distal ones [150]. This effect is expected from transcription polarity

and made more pronounced by the palindromic nature of CRISPR repeats,

which should promote transcription termination by RNA polymerase. Thus

comes the second element of selective pressure over the number of CRISPR

spacers: A too long array will “dilute” the concentrations of CRISPR effector

complexes armed with crRNA of youngest (most recently acquired) and thus

most efficient spacers, replacing them with crRNA of older spacers whose

target protospacers had a longer time to accumulate mutations and thus be-

come ineffective. For simplicity, we assume that a single mismatch between

a spacer and its protospacer makes the corresponding crRNA completely

ineffective in immunity [1]. While the reality is more complex and certain

mutations in protospacers do not preclude recognition by the appropriately
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charged effector [23], mutations in protospacer adjacent motif [151, 152] or

seed region [23] indeed abolish CRISPR interference and it is mutations of

this kind that we consider in our work.

The optimal number of spacers may be thought of as emerging from

competition between the opposing “more reliable recognition” and “dilu-

tion” trends. We ignore the fitness cost of maintaining a CRISPR array, often

considered to be consisting of two parts: spacer-number-independent and

spacer-number-dependent [80, 136]. While duplication of CRISPR-Cas sys-

tem DNA must have its cost, yet every new spacer constitutes a very small

part of CRISPR-Cas DNA (which itself is a small part of the cellular genome)

and such cost is ignored.

To summarize, we try to determine the optimal number of spacers in a

CRISPR system illustrated in Fig. 3.1 under the following simplifying as-

sumptions:

• The cutting of viral DNA is possible when there is a perfect match be-

tween the spacer and protospacer, and a single mismatch makes the

spacer-protospacer pair useless for cell protection/CRISPR interference

[23, 151, 152].

• Probability for a CRISPR effector complex to contain crRNA with a par-

ticular spacer decreases exponentially with the age of the spacer. The

higher abundance of leader-end, thus younger, spacer crRNA is ob-

served and the abundance of subsequent spacer crRNA gradually drop

[150] we thought this would be a potentially accurate assumption given

the potential mechanisms that could contribute to such effect (see sec-

tion 3.4.3).

• The total number of CRISPR effector complexes in the cell is constant

on the timescale of virus attack. While there exists evidence for cas

genes expression being regulated in vivo depending on the external
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conditions [37, 38] and, in particular, triggered by the viral invasion

[39, 40], there are no signs that in the actual course of a virus attack

or under a typical experimental condition, i.e. in "fully active" state,

the levels of Cas proteins change. Thus, the assumption that at given

conditions expression levels are constant seems to be reasonable.

• A single encounter between CRISPR-effector and virus DNA resolves

on a shorter timescale than the time between subsequent encounters.

• There is only a single copy of viral DNA inside the cell upon infection,

i.e., the multiplicity of infections is low.

• We do not take into account any fitness costs of maintaining an array of

a given spacer number [109, 123].

• The number of spacers in a CRISPR array does not change during the

course of our thought experiment, i.e. on the timescale of several viral

infections. For the single-virus case this does not imply that the ar-

ray composition remains unchanged, it requires only that the number

of spacers stay the same. For the multiple-virus case (see sections 3.3.4,

3.3.5) there is an additional assumption that the array composition does

not change, i.e., there is no CRISPR adaptation on the timescale of sev-

eral virus attacks. Given that the rate of naïve adaptation is very low

[61] and that the primed adaptation is not considered in our main anal-

ysis and has only been described for several subtypes of Type I CRISPR-

Cas systems, this assumption does not seem to be unreasonable and

should apply to at least some CRISPR-Cas systems, particularly, Type

II.
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3.2.2 Probability of interference

Assume that a cell carries an array consisting of CRISPR spacers which we

number in the direction of age such that the most recently acquired spacer is

assigned number 1. The cell is being attacked by a virus and CRISPR defense

comes into play. The probability Bi for CRISPR effector charged with crRNA

with spacer i to bind to the corresponding protospacer (or the fractional oc-

cupancy of the protospacer) is controlled by competition between binding

and dissociation events which are described by the first and second terms in

the right-hand side of the following kinetic equation,

dBi

dt
= k+(1− Bi)Ci − k−Bi. (3.1)

Here k+ and k− are the association and dissociation rate constants for a

matching spacer-protospacer pair and Ci is the copy number (uniquely re-

lated to its concentration since the volume of the cell is constant) of CRISPR

effectors carrying the ith spacer crRNA. The steady state binding probabil-

ity (or the fraction of time the corresponding protospacer is recognized by

CRISPR effector) is

Bi =
k+Ci

k+Ci + k−
=
[
1 + k−/(k+Ci)

]−1 . (3.2)

For simplicity, we do not separately consider the transport phase of the spacer-

protospacer binding, i.e. the time it takes a CRISPR effector and viral DNA

to diffuse towards each other, and account for this phase by adjusting the

k+ and k− constants. Now we compute how C CRISPR effectors present in

the cell pick up crRNAs with particular spacers. We have postulated that the

number of effector complexes that acquired spacer i decreases exponentially
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with the age of i. That is, each next spacer is δ times less likely to be present

in CRISPR effector complex than its younger neighbor. We will further refer

to δ as "crRNA decay coefficient" since we assume that the exponential de-

crease in the number of crRNA molecules with a defined spacer causes the

corresponding decrease in the number of CRISPR effector complexes with

this crRNA [150]. Hence the number of effector complexes Ci with crRNA

with spacer i is

Ci = C1δi−1. (3.3)

We determine C1 from the condition that the total number of CRISPR ef-

fector complexes is C by summing the corresponding geometric progression

Ci = Cδi−1 1− δ

1− δS (3.4)

where S is the total number of spacers in the array.

Substituting (4.7) into (3.2) produces a complete expression for the bind-

ing probability between the ith spacer-protospacer pair,

Bi =

(
1 +

1
β

1
δi−1

1− δS

1− δ

)−1

. (3.5)

Here β ≡ Ck+/(k−) is the dimensionless coefficient which determines

the “binding efficiency” of CRISPR effector. The larger β, the larger fraction

of time the effector spends bound to matching protospacer. The biological

meaning of β becomes clear if one considers a CRISPR array consisting of a

single spacer. Then the binding probability becomes the function of β only,



46 Chapter 3. Optimal number of spacers in CRISPR array

B =
1

1 + 1/β
. (3.6)

In such a case, the binding probability depends on how β compares to 1:

If β � 1, the binding probability saturates to its maximum equal to 1, while

if β � 1, the binding probability becomes proportional to β. For β = 1 the

binding probability is precisely 1/2.

Assume that binding of every CRISPR effector to its corresponding pro-

tospacer proceeds independently of binding by other effectors to theirs, i.e.,

protospacers are well-separated in viral genomes. The total rate of interfer-

ence is then proportional to the sum of binding probabilities of correspond-

ing spacer-protospacer pairs, and the probability of survival of viral DNA

P(t) decays with a simple exponential kinetics,

dP(t)
dt

= −aP(t)∑
i

Bi; P(t) = exp

(
−at ∑

i
Bi

)
. (3.7)

Here a is the viral DNA degradation rate constant, which we consider be-

ing a fixed property of a CRISPR-effector universal for all spacer-protospacer

pairs. Hence the probability of successful interference is

I = 1− P(τ), (3.8)

where τ is the effective time of interference, roughly equal to the time of

the duplication of viral DNA. In other words, for successful termination of in-

fection, the CRISPR effector complexes have to destroy the viral DNA before

or during the first round of its duplication. Destruction of individual viral

genomes at later times cannot prevent the runaway viral DNA replication
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and productive infection. Introducing a dimensionless parameter χ ≡ τa,

which characterizes the interference efficiency, turns Eqs. (3.8 and 3.5) into

I = 1− exp

[
−χ ∑

i
Bi

]
= (3.9)

1− exp

[
−χ ∑

i

(
1 +

1
β

1
δi−1

1− δS

1− δ

)−1]
.

3.2.3 Survival probability

Assume that a virus infecting a cell at a given moment is drawn from a big

pool with a probability of infection proportional to the concentration of its

type v and that infections by different viruses are independent of each other.

Then the probability Ak to experience k infections over time t is given by a

Poisson distribution with the average number of infections rNt scaling lin-

early with time,

Ak(t) =
(rNt)k

k!
exp(−rNt), (3.10)

where r is a proportionality coefficient considered to be the same for all

viruses and N is the concentration of the viral particles. To survive during a

given time, each cell needs to repel all infections happening within this time,

hence the probability of survival till time t is

∞

∑
k=0

Ak(t)Ik = exp[−rNt(1− I)]. (3.11)

Here I, defined in Eq. (3.9), is the probability to survive a single infection,

i.e., the probability of successful CRISPR interference. From our assumption
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that viruses infect independently of each other, it follows that the probability

E(t) for a cell to survive in the medium with several different viruses with

concentrations vj is given by the product of survival probability determined

for each virus separately,

E(t) = ∏
j

exp[−rNjt(1− Ij)]. (3.12)

This is sketched in Fig. 3.2 with the modeling parameters as in table 4.1.

The probability of CRISPR interference with a single infection Ij is defined

as in (3.9) with the sum running over all spacers taken from the jth virus. In

the following, we use E(t) as the measure of overall CRISPR system perfor-

mance.

3.2.4 Calculation of interference efficiency from experimen-

tal data

We use the data from [74], which quantitatively assesses the efficiency of

interference of a single-spacer CRISPR system against the T7 phage with a

perfectly matching protospacer. The DNA abundance from the protospacer

region, which is cut by CRISPR effectors, and the reference unaffected by

CRISPR are compared to each other. Since the probability for the viral DNA

to survive a duplication cycle is 1− I (see eqs. (3.7) and (3.8)), the number

of copies of the protospacer region of viral DNA VCRISPR after ν rounds of

duplication is

VCRISPR = [2 ∗ (1− I)]ν. (3.13)
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FIGURE 3.2: Scheme of calculations of the optimal num-
ber of spacers in CRISPR-Cas array. A cell with S = 3
CRISPR spacers encounters viruses as a Poisson process
with an average rate of rN. During each encounter, there
is either a successful interference with probability I or the
cell dies with probability 1− I. We evaluate the probabil-
ity E(t) of the cell to survive till time t as the measure of

performance of its CRISPR-Cas system.
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TABLE 3.1: List of parameters used in the model of the
optimal number of spacers in CRISPR array

Model parameter Parameter name Parameter description
S Number of spacers Represents the number of

spacers in the array of the
given cell.

δ crRNA decay coefficient Shows the ratio between
levels of crRNA origi-
nated from i-th and i + 1-
th spacer.

β Binding efficiency Represents how well
the CRISPR-Cas effector
binds to the target DNA,
β = 1 correspond to
the occupation of proto-
spacer by CRISPR-Cas
effector with 50% of the
time.

χ Interference efficiency Corresponds to the
chance of degradation
of target protospacer
over the effective time of
interference.

rNt Average viral encounter
time

Corresponds to the av-
erage time over which
the cell will encounter a
given number of viruses,
taking into account the vi-
ral load N and the en-
counter rate r.

1− µ Mutation probability The probability of the
protospacer to mutate
and become unforget-
table over the time of a
spacer acquisition.
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The CRISPR-free viral burst size and, presumably, the number of copies of

reference regions of phage DNA is Vb ≈ 100 viruses, thus the average num-

ber of virus duplications ν is given by

2ν = Vb = 100, ν =
ln 100
ln 2

≈ 6.65. (3.14)

The ratio between the amount of DNA from the reference and protospacer

regions was reported in [74] to be approximately 100,

Vb
VCRISPR

≈ 100. (3.15)

Thus

[2 ∗ (1− I)]r ≈ 1, I ≈ 0.5. (3.16)

The relation between β and χ that reproduces the interference probability

of the single-spacer array from [74] is obtained by inverting the eq. (3.9) and

limiting the sum to the first term,

χ = − ln(1− I)(1 + 1/β) = (1 + 1/β) ln(2). (3.17)

3.3 Results

3.3.1 Application: Single viral species

To illustrate and further develop the general statement (3.12), consider a sce-

nario of a single viral species infecting a cell that has a CRISPR array with

just two spacers. The immunity depends on the mutation status of corre-

sponding protospacers in the viral population. In this model, the mutation

status of the spacer will be defined as the fraction of mutated protospacers
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FIGURE 3.3: The effects of binding efficiency β and in-
terference efficiency χ on CRISPR performance The op-
timal number of spacers (left panel) and the correspond-
ing survival probability (right panel) are shown for vari-
ous β and χ. The probability for the protospacer to remain
mutation-free is µ = 0.9 in both plots. Red line corre-
sponds to the values of β and χ satisfying the restriction

I = 0.5 given by Eq. 3.17.

in the viral population. We denote by m1 and m2 the probabilities for the

first and second protospacers to remain mutation-free and thus recognizable

by CRISPR effectors. If the total concentration of viral particles is N, the

concentration of the “wild-type” variant without any mutations is m1m2N,

the concentration of the variant with mutation in the second protospacer is

m1(1−m2)N, the concentration of the variant with mutation in the first pro-

tospacer is m2(1−m1)N, and the concentration of the variant with mutations

in both protospacers, i.e., an escape mutant not subject to CRISPR interfer-

ence, is (1 − m1)(1 − m2)N. From Eqs. (3.9 and 3.12) and our assumption

that a mutation in protospacer renders the corresponding spacer completely

inefficient, it follows that the survival probability in such case is

E(t) = exp (−rNt {m1m2 exp[−χ(B1 + B2)]+

(3.18)

+m1(1−m2) exp[−χB1] + m2(1−m1) exp[−χB2]− (1−m1)(1−m2)}) .
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The last term in the exponent corresponds to the probability to experi-

ence no infection by viruses with both mutated protospacers (in which case

I4 = 0 since such an infection would result in cell death). Transforming the

expression in the exponent, we obtain

E(t) = exp

[
−rNt

(
2

∏
i=1
{1−mi[1− exp(−χBi)]}

)]
. (3.19)

This expression has a simple probabilistic interpretation: The ith term

in curly brackets describes the probability of failure of CRISPR effector com-

plexes armed with the ith spacer crRNA. The product of such terms describes

the probability of failure of all CRISPR effectors and thus the death of the cell.

The expression (3.19) is the probability for the Poisson process of “failures”

of the CRISPR-Cas system to have zero counts or no failures at all, which

translates into survival of the cell. Mutual independence of encounters with

different mutation variants of the virus simplifies the survival probability of

the cell to the probability of not to be affected by the “average” encounter

repeated rNt times. This simple interpretation allows us to generalize (3.19)

to cases of arrays containing more than 2 spacers, replacing the upper limit

of the product by an actual number of CRISPR spacers S,

E(t) = exp

[
−rNt

(
S

∏
i=1
{1−mi[1− exp(−χBi)]}

)]
. (3.20)

The equations (3.12) and (3.20) are universal and are applicable to a va-

riety of scenarios involving CRISPR immunity. For example, (3.12,3.20) can

serve as a base for evolutionary dynamics models, where the mutation status

of protospacers and the composition of CRISPR array is determined dynam-

ically for each viral and host strain. In addition to their more traditional
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population dynamics applications, such models can mimic the evolution of

various parameters of CRISPR systems and even more intricate features like

the preference to acquire spacers from particular parts of viral genomes [74]

or the co-evolution of CRISPR individual immunity and altruistic abortive

infection mechanisms [115]. However, it is hard to visualize the conclusions

that follow from (3.12,3.20) in their general form due to the a large number

of generally unknown parameters mi.

To reduce the number of independent parameters in Eq. (3.20) and in the

following expressions for the survival probability, we estimate mi. We as-

sume that spacers were acquired to the array in a periodic fashion, that is,

the time intervals tins between the subsequent acquisition of spacers were the

same. The probability for a protospacer to remain mutation-free decreases

exponentially with time, and the “age” of the ith protospacer is proportional

to i. Hence, the probability of a perfect match for the ith spacer-protospacer

pair at the middle of the time interval between spacer acquisitions can be ap-

proximated as µi−1/2. Here 0 < µ < 1 is the probability for a protospacer in

viral DNA not to undergo any mutations during tins and −1/2 in the expo-

nent stands for assessing the cell survival probability in tins/2 time units af-

ter the acquisition of the last spacer, i.e. in the middle of the interval between

spacer acquisitions. The parameter µ depends on genetic and environmental

factors such as the rate of mutations in viral DNA, the size of the viral popu-

lation, the size of protospacer, and the average rate at which cells acquire new

spacers. While the actual distribution of the time interval between spacer ac-

quisitions holds stochastic nature the older spacers acquisition times follows

the normal distribution with the mean of µi−1/2. This we consider it to be

a fair assumption. On the other hand, the factor that may conflict this as-

sumption is the selection of one spacer over another and non-uniformity in

the evolutionary distances between different spacer acquisitions. This could
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be viewed and analyzed within the framework of this model as several dif-

ferent groups of spacers, for instance, trailer-end spacers that were selected

and newly acquired spacers that did not undergo the selection.

Eq. (3.21),

E(t) = exp

[
−rNt

(
S

∏
i=1

{
1− µi−1/2[1− exp(−χBi)]

})]
, (3.21)

together with the binding probability (3.5), completely define the survival

probability of a cell with a given number of spacers S as a function of dimen-

sionless parameters µ, χ, δ and β. Note that the optimal number of spacers

does not depend on the total time of observation t that was used for cell sur-

vival evaluation: In Eq. (3.21) the position of the maximum of E(t) is deter-

mined by the maximum of the product in the exponent and is independent

of rNt.

3.3.2 Results: Single viral species

A typical dependence of survival probability E(t) on the crRNA decay coef-

ficient δ and the number of spacers S is shown in Fig. 3.4. For this example,

we inferred the interference probability I1 ≈ 0.5 of a single spacer array from

the experimental data [74] (see S1 Appendix for details). While the exact val-

ues of binding efficiency and interference efficiency cannot be determined

separately from I, we set them to some intermediate values β = 1 and the

χ = 1.4 that reproduce the measured I. It is shown in [13] that the inter-

ference rate per DNA molecule noticeably drops when the copy number of

DNA molecules increases from one to a few, which indicates a relative short-

age of Cas effector complexes and supports our choice for an intermediate

value of β. See S1 Appendix, section 2 for an example which uses a different

pair of β and χ for the same I. The probability for a protospacer not to mutate
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BA

FIGURE 3.4: Typical survival probability profile. (A) Plot
of survival probability E(t) vs. the crRNA decay coef-
ficient δ and the number of spacers in CRISPR array S.
Other parameters are: β = 1, χ = 1.4, µ = 0.9, and
rNt = 5. (B) Six curves of E(t) vs. S for various values

of δ and same β, χ, m, and rNt as in the panel A.

over the typical period between spacer acquisition was chosen to be µ = 0.9.

The typical number of infections over the time of observation was rNt = 5.

It follows from Fig. 3.4 that the survival is maximized for δ ≈ 0.7 and S = 6.

In panel B the dependence of E(t) vs. S is shown for several values of δ. Cu-

riously, for low δ, the survival E(t) does not noticeably decrease for large S.

It happens because of the exponential suppression in frequencies of crRNA

with older spacers in effector complexes: no matter how long the array is,

the only crRNA with the first few spacers are mainly used by effectors. Thus,

an “automatic” cutoff in excessive use of older and thus inefficient spacers is

implemented.

Naturally, the optimal number of spacers depends on such parameters as

protospacer mutation probability 1 − µ and the efficiency of effector bind-

ing to its targets β: In Fig. 3.5 we show how the plot of the “typical case”

shown above in Fig. 3.4 is affected by changes in these system parameters.

An increase in the mutation rate shifts the optimum towards fewer spac-

ers or stronger reliance of the CRISPR-Cas system on crRNA with the first

spacer. In the extreme case this can lead to the optimal array containing one
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spacer only (Fig. 3.5, top-left corner). This corresponds to the case when

there is a very high chance that older spacers have mutated, so the benefit

from using the second spacer cannot overcome the decrease in the number

of effector complexes loaded with crRNA containing the first, most recently

acquired spacer. In contrast, an increase of CRISPR interference efficiency

shifts the optimum towards more CRISPR spacers and more equal contribu-

tion of spacers of different age (Fig. 3.5, bottom-right corner). An increase

in the binding efficiency leads to a larger fraction of time the effector spends

bound to the protospacer ultimately leading to binding saturation. In this

case, the sharing of CRISPR effectors between crRNAs with different spacers

is beneficial as it allows the effectors to reduce competition for the same pro-

tospacer. An increase in the CRISPR interference efficiency χ also leads to an

increase in survival probability (data not shown).

For a more detailed study of the optimal number of spacers, we con-

ducted the following calculations: for each set of “array-independent” pa-

rameters µ, β, χ we analyzed the CRISPR efficiency in the whole range of the

number of spacers S and crRNA decay coefficients δ. The number of spacers

Sopt and crRNA decay coefficient δopt that maximized survival probability, as

well as the maximal survival probability itself Emax(t) are plotted in Fig. 3.6.

As discussed above, higher viral mutation rates lead to lower survival prob-

ability and fewer spacers (Fig. 3.6A). For very high mutation probability

(above 0.7), the CRISPR interference efficiency approaches zero for all values

of other parameters. The mutation rate of viruses caps the CRISPR efficiency

as the probability to survive the infection is constrained by the probability

Imax that at least one of viral protospacers has not mutated.

Imax = 1−
S

∏
i=1

(1− µ)i−1/2 (3.22)
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FIGURE 3.5: Effects of mutation rate and binding effi-
ciency. A set of 25 panels illustrating how the survival
probability depends on S and δ for various values of
protospacer mutation probability 1− µ and binding effi-
ciency of effectors β. The δ and S axes in each small panel
have the same range as in the panel A in Fig. 3.4, while the
scale of the heat-map varies and is indicated to the right
of each panel. The external axes describe the variation of
mutation probability 1− µ and effector binding efficiency

β. In all panels χ = 1.4 and rNt = 5.
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A B C

FIGURE 3.6: Effect of parameters on the optimal number
of spacers and the maximal survival probability. The
optimal number of spacers and corresponding survival
probability as functions of one of the array-unrelated pa-
rameters: (A) As function of mutation probability 1− µ,
other parameters are β = 1 and χ = 1.4. (B) As function
of binding efficiency β, other parameters are µ = 0.9 and
χ = 1.4. (C) As function of interference efficiency χ, other
parameters µ = 0.9 and β = 1. The average number of

viral infections was rNt = 5 in all panels.

On the other hand, a high binding β or interference efficiency χ lead to

arrays with more spacers and higher survival probability (Fig. 3.6B, C). In

this case, more CRISPR effectors can complex with crRNAs with older spac-

ers without interfering with the binding to crRNAs with younger spacers

due to the system saturation. Arrays with more spacers both increase the vi-

ral DNA degradation rate and, more importantly, reduce the chance that the

cell becomes unprotected if some of the protospacers mutate. This suggests

a correlation between the optimal number of spacers Sopt and the maximal

protective performance of CRISPR-Cas system Emax(t). Comparing the opti-

mal number of spacers and maximal survival probability heat-maps shown

in Fig. 3.7, one sees that the parameters that produce high survival probabil-

ity indeed correspond to arrays with relatively many spacers.
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A B

FIGURE 3.7: The optimal number of spacers and max-
imal cell survival probability. The optimal number of
spacers (A) and the maximal cell survival probability (B)
are shown vs. a range of binding efficiencies β and muta-

tion probabilities 1− µ for rNt = 5 and χ = 1.4.

Figs. 3.6 and 3.7 lead to the conclusion that there is a definite set of param-

eters for which CRISPR-Cas systems are efficient. The virus mutation prob-

ability should remain low on the timescale of spacer acquisition, while the

binding of effector complexes to target protospacers and the rate of degrada-

tion of viral DNA should be high. This set of parameters favors arrays with

more spacers. This can be summarized as a simple rule: Under the conditions

that imply high cell survival, the optimal array contains many spacers and is

efficient, while under less favorable conditions, the optimal array contains a

few (or even one) spacers and is less efficient. In reality, the array composi-

tion may change on the timescale of viral infections (for example, via naïve

or primed spacer acquisition), which may increase CRISPR interference effi-

ciency by instantaneous insertion of one or a few perfectly matched spacers

with high levels of expression of corresponding crRNAs. This, however, goes

beyond the important assumption of our model that the array is static on the

timescale of viral infection and thus is beyond our present consideration.
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3.3.3 Application: CRISPR-induced reduction in the viral burst

In the previous section, we estimated the number of CRISPR spacers that

maximizes survival of a host cell. Here, we compute the number of spacers

which minimize the viral burst (and thus the number of secondary infections)

from a doomed host cell with still functioning CRISPR system. As in eq. (3.7),

the total interference rate is assumed to be proportional to the total binding

probability multiplied by the copy number of viral DNA. This is an overes-

timating approximation as in reality there is a spreading of a fixed number

CRISPR effectors over increasing number of copies of viral DNA, which in-

evitably makes binding to any given protospacer less probable. Such a reduc-

tion in binding efficiency makes survival of viral DNA a “runaway” process:

it becomes progressively less plausible to completely exterminate viral DNA

after the first round of DNA replication. We also approximate viral DNA

replication as a continuous process and obtain the following kinetic equation

for the copy number of viral DNA V(t),

dV(t)
dt

= V(t)

(
D− a ∑

i
Bi

)
, (3.23)

with the solution

V(t) = exp

[(
D− a ∑

i
Bi

)
t

]
. (3.24)

Here D is the viral duplication rate and it is assumed that initially, the

host cell contained a single copy of viral DNA, V(0) = 1

Without active CRISPR system, the number of viral DNA copies reaches

the native burst size Vb after time θ,
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Vb = exp [Dθ] . (3.25)

Assuming that the viral maturation time θ is not affected by CRISPR ac-

tivity, the viral burst in the presence of CRISPR VCRISPR becomes,

VCRISPR = Vb exp

[
−a ∑

i
Biθ

]
= Vb exp

[
−χ

θ

τ ∑
i

Bi

]
. (3.26)

The factor ν ≡ θ/τ is the number of cycles of replication of viral DNA

and can be estimated from the burst size, 2ν = Vb.

Steps analogous to those leading to eqs. (3.18) to (3.20) show that the burst

size in host cells infected with viruses with S protospacers each having prob-

ability mi to remain mutation-free is

VCRISPR = Vb

S

∏
i=1
{1−mi [1− exp (−νχBi)]} (3.27)

.

Comparing eq. (3.27) to eq. (3.21) reveals that the minimum of the product

S

∏
i=1
{1−mi [1− exp (−νχBi)]} (3.28)

maximizes the host cell survival probability when ν = 1 and minimizes

the viral burst size when ν equals to the number of cycles of replication of

viral DNA. For a typical burst size vb = 100, the number of replication cycles

ν ≈ 6.65, which, as seen comparing left and right panels of Fig. 3.8, usu-

ally increases the optimal number of spacers (see also fig. 3.6(C) showing the
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FIGURE 3.8: Comparison of the optimal number of spac-
ers for maximal cell survival probability and for viral
burst reduction. The number of spacers S that maximizes
expression 3.28 for: the host cell survival with χ = 1.4
(left panel) and the size of viral burst with χ′ = νχ =

1.4 ∗ 6.65 ≈ 9.3 (right panel). mi = µi−1/2.

dependence of the optimal number of spacers on χ.)

3.3.4 Application: Multiple viral species

Consider now a more realistic scenario of a cell confronting several distinct

viral species. Using the same logic as in the section above and, specifically

considering infections by different viruses being independent of each other,

we conclude that the survival probability is given by the Eq. (3.12), where the

index of the product j enumerates all viral species, including their mutation

variants, present in the system. The interference term associated with a viral

species j not targeted by any spacer present in a given array is zero, Ij = 0.

The corresponding term in the survival probability exp(−rNtvj) describes

the probability for a cell not to encounter such a virus till time t.

Similarly to the case of single viral species, we account for mutation vari-

ants of each virus and reduce (3.12) to the product running over only distinct

viral species. In order to simplify further analysis, we denote by vi the frac-

tion of the ith virus in the total number of viruses N so that vi = Ni/N,
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where Ni is the number of viral particles of species i. This results in the fol-

lowing expression for survival probability of a cell with a given combination

of spacers,

Ec(t) = exp

−rNt
ν

∑
j=1

vj

 ∏
i∈{Sj}

{1−mi[1− exp(−χBi)]}

 . (3.29)

Here the sum over j counts all ν viral species while the product over i

enumerates all spacers {Sj} taken from the jth virus. As in (3.20), we approx-

imate mi by µi−1/2 assuming again that spacers are acquired in a periodic

fashion, with equal times between acquisitions.

The equation (3.29) describes the survival probability of a cell with a given

CRISPR array characterized by sets of spacers {Sj} taken from viral species

j. In order to evaluate the overall performance of a CRISPR array with S

spacers, we need to enumerate survival probabilities for all combination of

spacers in such an array. To do so, we assume that the probability to acquire

a spacer from a given viral species is proportional to the fraction of such

species in the total viral pool. Hence the probability of an array to have a

certain combination of spacers is

Pc =
S

∏
k=1

vk, (3.30)

where vk is the relative concentration of viral species from which the

spacer k has been acquired. For example, an array of two spacers (a, b) in

a system populated by two viral species 1 and 2 with relative concentrations

v1 and v2 can be in any of the following four forms with corresponding prob-

abilities: P(1,1) = v2
1, P(1,2) = P(2,1) = v1v2, and P(2,2) = v2

2.

The average survival probability of a cell in a multiviral medium is a sum
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of survival probabilities corresponding to each combination of spacers Ec,

weighted by the probability to acquire such a combination Pc, and the sum-

mation runs over all combinations of spacers.

E(t) = ∑
c

Ec(t)Pc. (3.31)

3.3.5 Results: Multiple viral species

A typical plot of E(t) is presented in Fig. 3.9. In this calculation, we consid-

ered two species of viruses with the same population size v1 = v2 = 0.5.

The values of other parameters were the same as in Fig. 3.4: The binding

efficiency β = 1, the interference efficiency χ = 1.4, the probability for a

protospacer not to mutate over the typical period between spacer acquisition

µ = 0.9, and the typical virus encounter number rNt = 5. Comparing to the

single-virus case in Fig. 3.4, the total number of viral particles is the same,

but the virus pool is now split between two species.

In general, the shape of the survival probability E(t) profile is similar to

the single-virus case and E(t) reaches its maximum for certain δ and S. How-

ever, comparing the optimal number of spacers, crRNA decay coefficient,

and survival probabilities between the single- and two-virus cases (Figs. 3.4A

and 3.9), one sees that in the two-virus case the maximum is generally shifted

towards arrays with more spacers, and E(t) is lower. For a given set of pa-

rameters, the addition of the second virus does not significantly shift the op-

timal S and δ but drops the survival probability dramatically. If the virus

mutation rate is lower and the CRISPR interference efficiency is higher, the

presence of an additional viral species will affect the optimal S and δ more

strongly. However, relating the model parameters to the experimental re-

sults [74], it is unlikely that the CRISPR efficiency can be significantly higher
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FIGURE 3.9: CRISPR performance for two virus species.
Plot of the survival probability E(t) as a function of cr-
RNA decay coefficient δ and the number of spacers S of a
cell confronting two different viruses with equal popula-
tion sizes, ν1 = ν2 = 0.5. The binding efficiency is β = 1
and the interference efficiency is χ = 1.4. Viral mutation

probability 1− µ is equal to 0.1 and rNt = 5.

in vivo than the numbers shown in Fig. 3.9.

When the number of virus species in the total virus pool increases even

without a change in the total viral particles concentration, the survival proba-

bility approaches zero (Fig. 3.10A). This occurs because the efficient number

of spacers is limited by the virus mutation rate and the number of effector

complexes present in the cell (encoded in the coefficient β). In other words,

the further increase in the number of spacers does not lead to any increase in

the protective function of CRISPR-Cas. Since an array of an effectively lim-

ited number of spacers has to contain spacers from more virus species, fewer

spacers match each virus and the survival probability decreases.

Another observation is obtained considering the two-virus case and chang-

ing the ratio of those viruses in the pool (Fig. 3.10B). As expected, the

survival probability reaches a maximum when the fraction of one virus ap-

proaches zero (which correspond to the single-virus case) and goes to a min-

imum when both viruses are equally abundant.
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A B

FIGURE 3.10: Survival probability versus diversity of
the predator virus pool. Plots of the optimized over δ and
S cell survival probability and the number of spacers vs
the number of viral species and the composition of a two-
virus pool for β = 1, χ = 1.4, µ = 0.9 and rNt = 5. (A)
Maximal survival probability E(t) (outer plot) and opti-
mal number of spacers Sopt (inner plot) as a function of the
number of virus species n. The abundance of virions be-
longing to different species in the viral pool are the same
for all species, ν1 = ... = νn = 1/n. (B) The maximal sur-
vival probability vs the relative abundance of one of the

viruses in a two-virus pool.



68 Chapter 3. Optimal number of spacers in CRISPR array

This brings us to the conclusion that the survival probability of a cell dra-

matically depends on the diversity of the viral pool.

3.4 Discussion

The function of CRISPR-Cas as a prokaryotic adaptive immune system has

been extensively studied from the point of view of molecular mechanisms.

Its ecological role and its contribution to the "arms race" between prokary-

otes and their viruses have been analyzed in many evolutionary dynam-

ics models and found to be very complex and often unpredictable. In this

work, we qualitatively explored the forces affecting the number of spacers in

a CRISPR array. We found that more spacers in a CRISPR array targeting a

virus decrease the chances of the virus to escape detection through simulta-

neous mutation in all targeted protospacers. Also, more spacers lead to more

effective use of CRISPR effectors, distributing them between a larger num-

ber of target protospacers, which results in a higher probability of viral DNA

destruction. However, at the same time, more diverse crRNA repertoire re-

sults in fewer effector complexes charged with crRNAs containing recently

acquired spacers that target protospacers least likely to mutate. The interplay

of these forces leads to the optimum in the number of spacers per array, de-

termined by the properties of the CRISPR-Cas system and the diversity and

mutation rates of viral species in the following way: A better binding of the

CRISPR effectors to their targets and faster rate of target DNA degradation

allow a prokaryotic cell to maintain more spacers in the array and increase

its survival probability. Also, less frequent mutations in viral protospacers

create an opportunity for hedging against those mutations by keeping more

of previously acquired spacers. In contrast, a less efficient kinetics of binding

and viral DNA cutting and faster-mutating viruses make arrays with fewer

spacers more advantageous.
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We consider this work to be a necessarily conceptual study of optimality

of CRISPR arrays. However, while the final results of our analysis presented

in subsections 2.5 and 2.7 are applicable only to a particular (“average”) set of

virus-host coexistence scenarios, our more general estimates for the survival

probability given in Eqs. (3.12,3.20) can be used as building blocks in more

complex and hopefully more accurate dynamical models. A few additional

comments on the applicability of our results and biological insights that can

follow from them are in order.

3.4.1 Effects of dynamics and environment.

Our results were derived explicitly assuming a steady state of the CRISPR-

virus dynamics. However, in previous research, both modeling and experi-

mental, it was shown that CRISPR systems are far from being stable, under-

going periodic and irregular variations that play an important role in their

function [80, 137]. While in our analysis we assumed that the viral environ-

ment (i.e. species composition and concentrations) is constant (except for

the appearance of mutant protospacers), the actual viral dynamics, which is

commonly non-steady, may affect the optimal number of spacers in CRISPR

arrays. It is important to note that the number of spacers providing the max-

imum defensive efficiency of CRISPR-Cas system and maximum cell surviv-

ability is mechanistically achieved through the evolution of rates of acqui-

sition and loss of spacers. Any combination of spacer acquisition and loss

rates would result in a steady state, which, in the first approximation is con-

trolled by the ratio of the former and the latter and is reached by the time

roughly estimated as the time interval between the subsequent spacer acqui-

sition events times the steady state number of spacers. However, these fac-

tors change both due to variations in the ecological environment (frequency

and mutation diversity of viral infections), and because of the evolution of
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the CRISPR-Cas machinery itself. Thus we see this process in dynamics:

spacer uptake and loss rates determine steady state number of spacers and

rates are being evolved in order to reach optimal steady state number of spac-

ers for the given environment. For instance, if the host cell population evolve

in the rapidly evolving viral environment, the model suggests that the num-

ber of spacers should be low. However, that could not be achieved without

the evolution of spacer acquisition and loss rates which should be both high

in this case.

For an incredible diversity of possible forms of viral-host coexistence sce-

narios, the time scale of changes in the viral environment varies enormously

and presumably can be very low, allowing the optimal number of spacers

to accumulate in an almost steady ecological environment. In the opposite

limit of much slower than population dynamics spacer acquisition, the ar-

ray content represents some average and perhaps delayed sample of the vi-

ral pool and the function of CRISPR systems are generally suboptimal. It is

also appealing to speculate that the observed coexistence of several types of

CRISPR systems in the same prokaryotic genome has evolved as a way to

optimize the immune response to several quite distinct types of viral envi-

ronment with different dynamic timescales.

At the same time, one could imagine ecological conditions when the spacer

uptake and loss independently (rather than via their ratio) affect the num-

ber of spacers in the array. For instance, an increase in both the acquisition

and loss rates, which keeps their ratio constant, would nevertheless lead to a

gradual depletion of spacers if viral attacks are so infrequent that new spac-

ers are nowhere to come from. In such scenarios, the observed number of

spacers can be drastically different from our predictions.

The last factor that contributes to the potential optimum is the difference

between the newly acquired spacers and spacers that were selected and re-

tained through the selection process. While the model is more applicable to
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the new ones the selected ones undergo the complex process of selection and

could be unique both from the perspective of time since acquisition and the

probability to mutate. These selected spacers should be analyzed indepen-

dently and could be a matter of future model extension within the provided

framework.

3.4.2 Comparison with existing models

Our results generally agree with the main findings of models existing in the

field: We confirm that a higher diversity of viral environment results in a

dominance of viruses over the CRISPR system [135, 136]. This effect could

be achieved by either a high number of virus species in the environment or

a high mutation rate of viruses belonging to the single species (often associ-

ated with large viral population). However, here we have also shown that

a diversity of virus species leads to arrays with more spacers while a higher

viral mutation rate leads to arrays with fewer spacers. This agrees with a

proposed hypothesis that a lower viral mutation rate leads to arrays with

on average more spacers in thermophilic bacteria [135]. Another important

note on comparing our model with existing ones is related to the definition of

probability of CRISPR immunity failure. Some of the models used a binary

approach to immunity failure [80]. Either the infected cell kills the virus or

the virus kills the cell and reproduces normally. We define the CRISPR failure

probability 1− I as the probability of viral DNA not getting cut by CRISPR

effectors/executors during viral DNA duplication cycle. Distinguishing be-

tween these two approaches is important as it affects the interpretation of

parameters obtained from experiments. For example, a CRISPR-Cas system

can remain active in doomed or dead cells, resulting in a lower viral burst

size and fewer secondary infections [74]. Our analysis based on [74] (S1 Ap-

pendix section 1) resulted in the estimate of the CRISPR failure probability
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around 30% compared to 10−5 in [80].

3.4.3 Unequal crRNA abundance and importance of palin-

dromic nature of CRISPR repeats.

One of the important observations is that the equipartition of crRNA between

CRISPR effector complexes is not optimal and a decrease of the fraction of

older crRNA bound to effectors increases the overall efficiency of the im-

mune response. While there is a limited pool of effectors, they serve bet-

ter when binding to crRNAs with most recently acquired spacers. Since the

probability that a spacer no longer matches the protospacer increases with

time, Cas effectors should either have a higher affinity towards crRNA from

younger spacers (which is impossible to accomplish) or crRNA containing

more recent spacers should be more abundant. This latter may be imple-

mented naturally owing to the formation of hairpin by CRISPR repeats in

the primary array transcripts [17, 153]. It is well known that hairpins have

a potential to pause or terminate transcription elongation [154, 155]. The

longer the array is, the more hairpins need to be transcribed and the higher

the chance is that transcription would be terminated before the RNA poly-

merase reaches the end of the array. This could result in more abundant

shorter pre-crRNAs that include only the younger spacers. At the same time,

certain CRISPR repeats are found to be only weakly palindromic, such as

those in type II CRISPR systems [14].

Another possible mechanism to control the abundance of crRNA derived

from newer and older spacers is the binding of regulatory proteins that specif-

ically target CRISPR repeats [156]. If these proteins act as transcription termi-

nators, such binding also results in an exponential-like distribution of spac-

ers. Also, it is possible that the spacer sequence itself holds the regulatory

sequences such as terminator elements [150].
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3.4.4 Fitness cost of CRISPR system

While in our study we ignored the fitness costs of an active CRISPR system,

we find it important to discuss it as these were studied in various experi-

mental works and included in some models [157]. It has been shown in a

number of publications that the activity of CRISPR systems is under strong

evolutional pressure. There are various factors that can contribute to the cost

of CRISPR including genomic burden [124], the cost of maintenance of cas

genes [123], self-immunity [121] and blockage of beneficial horizontal gene

transfer (HGT) [103]. However genomic burden seems not to be significant

in most cases as even the largest of the CRISPR systems contribute only 1%

to the total size of a prokaryotic genome [125]. In the case of self-immunity,

it seems to be related to the very process of acquisition of new spacers, thus,

self-immunity only indirectly affects the number of spacers in CRISPR array

[6, 43, 126]. For the cost of gene maintenance [123] and blockage of HGT

[109], it has been shown that an increase in the number of spacers also does

not have any significant fitness cost. Thus, in this work, we considered that

the fitness cost of CRISPR systems did not affect the optimal number of spac-

ers in the CRISPR array. In other words, there is no additional fixed cost of

the spacer apart from the one arising from Cas effector dilution. That resulted

in the separation of the number of spacers question from the overall fitness.

The factors described in this work affect the optimum number of spacers in

the CRISPR array and the total fitness benefit of the CRISPR system. And this

total fitness benefit now can be compared to the fitness cost of CRISPR-Cas

system maintenance, that will give the answer whether the CRISPR system

will be effective or tends to be knocked out [106].



74 Chapter 3. Optimal number of spacers in CRISPR array

3.4.5 Primed adaptation in the framework of the model.

In this work, we have only considered arrays produced in course of naïve, or

completely random and relatively infrequent adaptation. Yet it is possible to

qualitatively access the effect of primed adaptation on cell survival. Primed

adaptation is extremely efficient compared to naïve adaptation since the up-

take of spacers happens on the timescale of viral attacks [61]. Its effect on cell

survival is at least two-fold. First, there is a direct increase in cell survival

probability, which happens when otherwise doomed cells with a non-perfect

match between spacers and corresponding protospacers survive the attack

by quickly acquiring new spacers. In the first approximation, this effect can

be taken into account by rescaling (increasing) the probabilities µ for proto-

spacers to remain mutation-free. Second, the spacer acquisition is no longer

controlled only by the viral environment, but also by the presence of particu-

lar spacers, which prime adaptation, in the array. This makes the array con-

tent highly correlated and makes it impossible to apply our model for cases

with multiple viruses. However, in the single-virus case, when all spacers

come from the same virus anyway, the primed adaptation simply means that

the virus mutation probability 1− µ becomes very low. Another peculiar fea-

ture of primed adaptation is that more than one spacer can simultaneously

be taken from the same virus. This results in the series of spacers that get the

same probability of a mismatch in the further course of the evolution.

Evidently, the primed adaptation improves cell survival during infection.

However, apart from an apparent increase in the optimal number of spacers

due to a larger effective µ (Fig. 5A), it appears impossible without a thor-

ough quantitative study to make a more detailed prediction of how primed

adaptation would affect the optimal number of spacers.
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3.4.6 Altruistic behavior

In addition to providing immunity and thus saving an infected cell, CRISPR

system also “altruistically” decreases the number of secondary infections,

originating from infected cell [115, 140], reducing the virus burst size (num-

ber of progeny viruses) [60, 74]. This is also related to the herd immunity -

the effect that overall population can resist and limit the infection epidemic

while each individual cells could die [158, 159]. This constitutes the second

source of selection pressure on the CRISPR functioning.

We analyzed how to minimize the viral burst in section 1 of S1 Appendix.

It appears that the condition for the minimum of the viral burst (S5) is similar

to that for cell survival, (3.20), but with the rescaled interference efficiency,

χ′ = νχ. Here ν ≈ 6 − 7 is the average number of virus replications in

a CRISPR-free cell. This condition leads to the optimal number of spacers

which is a bit larger than that for cell survival (Figs. 5C and S1).

In reality, the optimal number of spacers is somewhere in between those

determined for χ and for χ′ ≈ 7χ. It is impossible to give a more precise

answer as these two optima are often under different types of selection pres-

sures: In the environment with low host cell density, survival of each cell is

important while the probability of secondary infection is small. In contrast,

when the host cell density is high, it is evolutionary more beneficial to sacri-

fice a few individual cells but to limit the number of secondary infections.

3.4.7 Conclusions

• We theoretically predict the optimal number of spacers in a CRISPR

array which falls into a reasonable range from the viewpoint of cur-

rent experimental data and shows that it depends on the interference

efficiency of CRISPR effector, crRNA spacer-protospacer binding effi-

ciency, and virus mutation rate.
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• Good (from the “point of view" of the cell) conditions, such as high

interference and binding efficiencies and slow mutation of viral proto-

spacers, favor arrays with more spacers, which provide better immune

protection. Conversely, less favorable conditions shift the optimum to

arrays with fewer spacers and less efficient immune protection.

• The majority of optimal array configurations have a non-uniform dis-

tribution of unique crRNAs among CRISPR effector complexes with a

preference for crRNAs with more recently acquired spacers.

• Fighting against multiple viral species shifts the optimum towards ar-

rays with more spacers and dramatically decreases the maximum effi-

ciency of the CRISPR system.
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Chapter 4

Plasmid dynamics under a pressure

of CRISPR-Cas

4.1 Introduction

CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)-Cas

(CRISPR associated protein) is a prokaryotic adaptive immune system. It

protects cells from viral infections by recognizing and destroying viral DNA

if it matches the record stored in cellular DNA in the form of spacers that

compose a CRISPR array. Along with viruses, CRISPR-Cas systems also tar-

gets other foreign genetic elements such as plasmids. An active CRISPR-Cas

system has a potential to eliminate plasmids from the host cell or even pre-

vent a host cell from acquiring plasmids at all.

However, as in the case with viruses, a CRISPR-Cas system does not pro-

vide a guaranteed protection against plasmids. Plasmids can escape elimi-

nation (also called interference) by CRISPR-Cas system in several ways: A

plasmid can avoid recognition due to a mutation either in the DNA seg-

ment targeted by CRISPR-Cas system (a protospacer) or in the targeting its

spacer in cellular DNA, and through a disruptive mutation or knockout of

the CRISPR-Cas system altogether [106]. Also, a fast enough plasmid repli-

cation can kinetically outcompete plasmid degradation by the CRISPR-Cas
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system when the match between the spacer and its protospacer is not perfect

[60]. In this case, the action of the CRISPR-Cas system does not eliminate all

plasmids but only reduces the equilibrium population of plasmids below its

native level.

To study how successful the CRISPR-Cas plasmid interference is, we per-

form direct experiments, transforming plasmids into modified E. coli cells

with induced CRISPR-Cas genes. We observe that plasmids survive in some

cells with the active CRISPR-Cas system. While only a small fraction (less

than 1%) of cells retain plasmids under the pressure of CRISPR-Cas system,

plasmids remain in those cells and their descendants for many generations,

so that such transformed cells form colonies. None of the known mecha-

nisms outlined above explains the observed plasmid survival: Additional

experiments confirm that the CRISPR-Cas system in such cells is active and

the match between plasmid protospacer and the CRISPR-Cas spacer remains

perfect. Extinction of plasmids in the majority of cells indicates that the plas-

mid degradation rate generally exceeds the replication rate, which rules out

the simple kinetic explanation as well.

To understand such a surprising outcome of the interaction between plas-

mids and CRISPR-Cas system, we took a closer look at the kinetics of plasmid

replication and interference. It turns out that under rather general assump-

tions about the dependences of plasmid replication and interference kinet-

ics on plasmid copy number, there is a possibility that the replication rate

exceeds the interference rate for certain intermediate numbers of plasmids

per cell. At the same time, for one or a few cellular plasmids, the interfer-

ence outcompetes replication, which explains the extinction of plasmids in

all but a small fraction of cells. The cells that retain plasmids do so by a

pure chance when a sequence of random plasmid replication and interfer-

ence events starts and then predominantly consists of the former ones. To
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make this explanation more quantitative, we developed a model of plas-

mid population dynamics that takes into account stochastic plasmid repli-

cation and CRISPR-Cas interference events and the plasmid redistribution

during cell division. The model shows that there indeed exists a range of

rate constants that lead to the selective effect: Initially small plasmid popu-

lation (usually just a single plasmid per cell) has a very high probability to

go extinct, while if plasmids survive and replicate to reach a sufficiently high

number, their population is maintained almost indefinitely. The CRISPR-Cas

activity drives the cellular population to split into subpopulations with and

without plasmids, creating a bimodality in cellular type distribution.

These explanations and predictions are accompanied by several follow-

up experiments. First, when the CRISPR-Cas system is activated in a cell with

already well-established plasmid population, the probability for a cell to lose

all plasmids in a long-term is much lower than the probability to do so for a

cell with initially one plasmid. In this scenario when the initial plasmid num-

ber is large, the plasmid population is gradually reduced by the CRISPR-Cas

system to a new steady state without passing through the low copy number

bottleneck. Second, re-plating experiments show that the plasmid number

in cells that retain plasmids converges to the same average, which is inde-

pendent of the initial number of plasmids at the moment of CRISPR-Cas ac-

tivation. At the same time, the number of cells that retain plasmids varies

by orders of magnitude depending on the initial (when CRISPR-Cas system

is activated) number of plasmids in a cell, which confirms the relevance of

stochastic nature of plasmid survival at low copy number. In addition to ex-

planing a puzzling experimental founding and offering an indirect way to

assess the CRISPR-Cas interference kinetics, we speculate on possible evolu-

tionary advantages of such "imperfectly tuned" CRISPR-Cas systems, which

allow a small fraction of cells to retain potentially beneficial plasmids.
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4.2 Methods and Models

4.2.1 Strains and plasmids

We used E. coli KD263 (K-12 F+, lacUV5-cas3 araBp8-cse 1, CRISPR I: repeat-

spacer g8-repeat, CRISPR II deleted) cells as described in [160]. The plas-

mid pG8 carrying a 209-bp M13 fragment with the g8 protospacer has been

constructed from the pT7blue plasmid as described in [58], and a pRSF-G8

plasmid containing also g8 protospacer has been constructed from a pRSF

plasmid as described in [61].

4.2.2 CRISPR interference assays

To assay for plasmid interference, 50 µl of overnight culture was diluted with

5 mL of Luria-Bertani (LB) broth. The diluted culture was incubated in LB

medium at 37° C in the presence (CRISPR ON) or in the absence (CRISPR

OFF) of 1 mM arabinose and 1 mM IPTG until the culture OD600 reached 0.6.

The electrocompetent cells were prepared using a standard protocol [161]

and transformed with 5 ng of plasmids containing protospacers. Next, the

transformants were put in tubes containing 1 mL Lb with 1 mM arabinose

and 1 mM IPTG for CRISPR ON cultures and 1 mL LB for CRISPR OFF cul-

tures. After 1-h 37° C outgrowth, 50 µl aliquots of serial dilutions of trans-

formation mixtures were plated onto LB agar plates containing 100 µg/ml

ampicillin (Ap) or 50 µg/ml kanamycin (Km) with (CRISPR ON) or with-

out (CRISPR OFF) inducers. Plates were incubated at 37° C overnight. The

efficiency of transformation (EOT) was determined as a number of colony-

forming units (CFU) per 1 µg of plasmid DNA (Fig. 4.3). These procedures

were repeated 3 times for each of the two plasmids.

To test the condition of plasmids in CRISPR ON transformants, the plas-

mid from ten randomly chosen such colonies were isolated using GeneJET
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Plasmid Miniprep Kit (Thermo scientific) and retransformation into new CRISPR

ON and CRISPR OFF cells were carried out (Fig. 4.5B).

To determine if the CRISPR-Cas system remained active in the CRISPR

ON transformants, retransformation of ten randomly chosen individual colonies

was performed with the complementary plasmid also containing g8 proto-

spacer: The cells initially transformed with pG8 plasmid received pRSF-G8

and vice versa, Fig. 4.5C. The efficiency of retransformations was evaluated

as described above.

4.2.3 Real-time PCR assay of plasmids

The real-time polymerase chain reaction was used to estimate the difference

in a plasmid copy number between transformants growing with and without

inducers. Five colonies from each plate were assayed with qPCR. Each qPCR

reaction with two groups of oligonucleotides for gyrase and β-lactamase

genes was carried out for each of 3 technical repeats in a 20 µl reaction vol-

ume with 0.8 units of HS Taq DNA polymerase (Evrogen) and 0.01 µl of

Syto13 intercalating dye (LifeTechnology) using DTlite4 (DNA-Technology)

amplifier. The results of qPCR with plasmid-specific primers were normal-

ized to genomic DNA. The primers for pT7blue-g8rev were: Bla_dir TGAG-

TATTCAACATTTCCGTGTCG, Bla_rev CGAAAACTCTCAAGGATCTTACCG;

for pRSF-g8rev: pRSF_ori_dir GTCCGCTCTCCTGTTCCG, pRSF_ori_rev AGCCTGAGCTATGAGAA-

AGCG. For genomic DNA we applied the primers GyrA_dir CGGTCAA-

CATTGAGGAAGAGC and GyrA_rev TACGTCACCAACGACACGG. This

procedure of real-time PCR was repeated at least three times for the transfor-

mants and replated colonies.

To improve the precision of our measurement of the per cell plasmids

copy number (PCN), we calibrated the primers as in [162]. For this aim we
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took individual colonies of the transformants and resuspended them in a se-

ries of samples, diluting each subsequent sample 10 times. For real-time PCR

we assayed five serial dilutions, doing three technical repeats for each dilu-

tion. We used only the results of real-time PCR with the deviation less than

0.1∆Ct among technical repeats of one dilution. The efficiency of primers

was calculated from the average slope of the plot of the logarithm of the con-

centration of dilutions vs. Ct. We performed such calibration for each pair

of primers three times and obtained that the average amplification factor of

the primers Bla_dir and Bla_rev were 2.0 (amplification efficiency 100%), of

primers GyrA_dir and GyrA_rev were 1.9 (amplification efficiency 90%) and

of primers pRSF_ori_dir and pRSF_ori_rev were 2.1 (amplification efficiency

110%). Using the efficiency of primers and the results of real-time PCR, we

estimated PCN.

4.2.4 Replating of transformants

Randomly chosen individual colonies of the CRISPR ON and CRISPR OFF

transformants were replated on three types of selective media: LB with an-

tibiotic (Ab) and inducers (Ind) to maintain the CRISPR-Cas activity, LB with

Ab (to determine the number of plasmid-bearing cells) and LB (to determine

the total number of cells) (Fig. 4.8). To do so, each colony was diluted in 200

µl LB, and 5 µl of culture was plated on the media in steps of 4-fold dilutions.

The CFU were counted on each plate. The colonies from plates with Ab/Ind

were used for the second replated. Each replating was repeated at least 3

times.

4.2.5 Dynamics of replication and degradation of plasmids

The dynamics of plasmid replication can be quite complex, yet it has two

universal limits: For a few plasmids, the replication rate is proportional to the
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number of plasmids (i.e. the replication rate per plasmid is constant), while

for the target (standard) concentration of plasmids [Pl]st, the replication rate

is zero. As often done [163], we approximate such dynamics by the logistic

model,

d[Pl]
dt

∣∣∣∣
replication

= kd[Pl]
(

1− [Pl]
[Pl]st

)
. (4.1)

The coefficient kd is the per capita rate of plasmid replication in the low con-

centration limit. The sign [x] indicates the concentration of a substance x.

Assuming that the volume of a cell stays approximately constant, we define

a concentration as the number of molecules per cell, and in the following we

use the terms “concentration” and “copy number” interchangeably.

As a catalytic process, the interaction of CRISPR-Cas complexes Cr with

plasmids Pl,

Pl + Cr
k+1


k−1

PlCr
k2→ Cr + ∅, (4.2)

is assumed to be well-described by the Michaeles-Menten kinetics,

d[Pl]
dt

∣∣∣∣
cutting

= −k2[PlCr] = (4.3)

−k2
[Pl]0 + [Cr]0 + χ−

√
([Pl]0 + [Cr]0 + χ)2 − 4[Pl]0[Cr]0

2
.

Here, as in the standard Michaeles-Menten derivation, the stationarity of

concentration of the CRISPR-Cas-plasmid complex is assumed, the gener-

alized dissociation constant χ is defined as

χ ≡ k−1 + k2

k+1
, (4.4)

and no assumption is made on overabundance of the catalyst (CRISPR-Cas)

or the substrate (plasmid). The total (bound in the PlCr complex and free)
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concentrations of plasmids and CRISPR-Cas complexes are [Pl]0 and [Cr]0.

Assuming that replication only increases the plasmid concentration, or

in other words, [Pl] in (4.1) never exceeds [Pl]st, we define a one-step birth-

death process [164] for the population of plasmids. The probabilities of in-

creasing or decreasing the population of plasmids by one β[Pl] and δ[Pl] are

given by d[Pl]/dt|replication (4.1) and d[Pl]/dt|cutting (4.3). The master equa-

tion that describes the temporal evolution of probability P[Pl](t) to find a cell

having [Pl] plasmids at time t [164] reads

dP[Pl](t)
dt

= β[Pl]−1P[Pl]−1(t) + δ[Pl]+1P[Pl]+1(t)− (β[Pl] + δ[Pl])P[Pl](t). (4.5)

4.2.6 Redistribution of plasmids during cell division

In addition to cutting and replication of plasmids, the per cell plasmid copy

number is also affected by cell division, which happens every τ ≈ 20 min. A

conservative estimate would be that the redistribution of plasmids between

daughter cells is completely random (in reality it is biased towards equal

or half and half distribution). Assuming also that the act of cell division

happens fast (instantaneous) compared to the replication and cutting of plas-

mids, the outcome of the redistribution process can be described by the bino-

mial distribution with the probability for each plasmid to go into any of two

daughter cells equal to 1/2. If a cell before the division had j plasmids, the

probability Bij to find 0 ≤ i ≤ j plasmids in one of the daughter cells is

Bij =
j!

i! (j− i)!

(
1
2

)j
. (4.6)

4.2.7 Simulation procedure

As presented above, the temporal dynamics of plasmid copy number in a cell

is approximated by a sequence of periods of continuous evolution, described
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by the master equation (4.5), each followed by the instantaneous redistribu-

tion between daughter cells, described by the binomial distribution (4.6). To

estimate the distribution of plasmids in cells in CRISPR ON colonies after

several hours of growth, we implement the following numerical procedure

(see fig. 4.1):

• For a given set of plasmid replication and CRISPR interference param-

eters kd, [Pl]st, k2, χ, and [Cr]0 (see table 4.1), we tabulate the replication

and cutting rates β[Pl] and δ[Pl] for all possible plasmid copy numbers,

1 ≤ [Pl] ≤ [Pl]st.

• We numerically integrate the master equation (4.5) till the cell cycle time

τ, starting from every possible initial number of plasmids j, 0 ≤ j ≤
[Pl]st. Naturally, the solution with zero initial plasmids will always be

zero plasmids with probability one.

• The probabilities Cij for a cell to end up with i plasmids at time τ after

starting with j plasmids at t = 0,

Cij ≡ Pi(τ), Pk(0) = δk,j, (4.7)

are collected into the matrix Ĉ. Another matrix B̂ is composed of bino-

mial probabilities Bij (4.6).

• The probability to find k plasmids after time t is given by the k + 1th

element of the [Pl]st + 1-dimensional vector ~P,

~P = Ĉ
(

B̂Ĉ
)N ~P(0), (4.8)

where N (equal to the integer part of t/τ) is the number of cell cy-

cles and the initial condition ~P(0)T indicates how many plasmids were
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in each cell when the CRISPR-Cas system was activated. Here we as-

sumed that the number of plasmids in a cell is assessed at the final

stage of cell cycle just before cell division, thus an extra multiplication

by Ĉ. Alternatively, when the number of generation is not very large,

this probability can be computed more efficiently by direct solution of

the master equation (4.5) for periods of time between cell division alter-

nated with binomial redistribution of plasmids between daughter cells

according to (4.6). In such case, we do not need to compute the matrix

Ĉ).

TABLE 4.1: List of parameters used in the model of the
plasmid dynamics under a pressure of CRISPR-Cas

Model parameter Parameter name Parameter description
[Cr]0 Number of CRISPR-Cas

complexes
Total number (bound and
unbound) of CRISPR-Cas
complexes in the cell.

[Pl]st Plasmid standard copy
number

The plasmid copy in the
cell that is reached with-
out CRISPR-Cas activity
- maximal plasmid copy
number in the cell.

kd Plasmid replication rate Per capita rate of plasmid
replication in the low con-
centration limit.

χ CRISPR-Cas complex dis-
sociation constant

Dissociation constant
of the establishing of
CRISPR-Cas-plasmid
complex.

k2 CRISPR-Cas catalytic rate
constant

Plasmid degradation
by CRISPR-Cas rate
constant.

The evolution of the probability density Pk(t) for the replication and inter-

ference rates (4.1) and (4.3) plotted in Fig. 4.7A is shown in Fig. 4.7B for cells

initially having 1 plasmid, (Pk(0) = δk,1 being the typical initial condition in

a CRISPR-ON experiment) and Fig. 4.7C for cells initially having the target

number of plasmids, (Pk(0) = δk,[Pl]st being the initial condition for replating
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FIGURE 4.1: Plasmid dynamics simulation scheme
Based on the kinetics of plasmid replication and interfer-
ence a master equation for plasmid dynamics was con-
structed. Initial plasmid distribution is fed into the cy-
cles of cell population generation simulations consisting
of growth step simulated by masters equation and divi-
sion step calculated as a binomial distribution of plasmids

between daughter cells.
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FIGURE 4.2: Convergence of plasmid number probabil-
ity distribution to the universal scaling form The blue
triangles show the evolution of Pk(t) when cells initially
had a single plasmid, while the orange/brown squares
show the evolution of Pk(t) when cells initially had [Pl]st
plasmids. Shades of blue and red correspond to the differ-
ent generations of cells from generation 0 (dark triangle
and square) to generation 5 (the lightest blue and orange).
Both families of curves converge to the universal asymp-

totic curve shown by a black line.

the CRISPR OFF cells on plates with inductor). The plots in Fig. 4.7 were

computed using the following parameters kd = 0.3, [Pl]st = 100, k2 = 0.5,

χ = 1, and [Cr]0 = 10.

As most birth-death processes, this stochastic process of plasmid repli-

cation, cutting, and redistribution has the unique convergent steady state

~P(∞)T = (1, 0, . . . , 0), corresponding to the extinction of all plasmids. How-

ever, after a few cell cycles, while the component P0(t) that corresponds to

the fraction of cells with no plasmids steadily grows, other components Pk(t),

k = 1, . . . , kst that correspond to the probability to have a non-zero number

of plasmids approach a steady state scaling form,

Pk(t) = f (t)P̃k, k = 1, . . . , [Pl]st, (4.9)

shown in Fig. 4.2. The slowly-decaying function f (t) represents a universal

convergence to the absorbing state ~P(∞)T = (1, 0, . . . , 0).
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4.3 Results

4.3.1 Survival of plasmids in cells with active CRISPR

The KD263 E. coli cells contain inducible cas genes and a miniature CRISPR

array with a single g8 spacer [160]. Comparing the transformation efficiency

of induced (CRISPR ON) and uninduced (CRISPR OFF) KD263 cells with a

plasmid containing the G8 protospacer and a functional ATG PAM allows

one to detect CRISPR interference. After the transformation, CRISPR OFF

cells are plated on plates supplemented with antibiotic only. Transformed

CRISPR ON cells are plated on a medium that contains both antibiotic and

inducers of cas genes expression (fig. 4.3). Compared to CRISPR OFF KD263,

there is approximately 200 times less ampicillin-resistant transformants formed

after the same amount of pG8 plasmid is transformed in induced, CRISPR

ON cells. For another plasmid pRSF-G8, there are approximately 40 times

less kanamycin-resistant colonies on CRISPR ON medium than CRISPR OFF

one, (fig. 4.5A). In both cases, the antibiotic-resistance colonies formed by

CRISPR ON cells appear healthy and indistinguishable from CRISPR OFF

cell colonies.

A question arises as to the nature of CRISPR ON transformants. Likely

explanations could be inactivation of CRISPR-Cas system in cells forming

antibiotic resistance colonies or the presence of plasmids with mutated pro-

tospacer in transformed cells. To test for the latter possibility, we performed

an experiment involved purification of plasmid from ten randomly chosen

individual colonies of CRISPR ON and retransformation in CRISPR ON and

CRISPR OFF cells. In every case, a 200 drop in transformation efficiency in

induced cells was observed. We, therefore, conclude that plasmids present

in CRISPR ON cells are subject to interference by CRISPR effector charged

with crRNA with g8 spacer. To determine whether CRISPR ON cells form-

ing colonies on selective medium contains a functional CRISPR-Cas system,
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FIGURE 4.3: Scheme of the initial plating experiments.
The strain E.coli K12 KD263, expressing cas genes from
the inducible promoter and containing CRISPR array with
a single g8 spacer, and the plasmids pG8 and pRSF-G8
bearing g8 protospacer were used as a testing model.
The induced (CRISPR ON) and non-induced (CRISPR
OFF) KD263 cells were prepared and transformed with
ampicillin-resistant (ApR) pG8 plasmid or kanamycin-
resistant (KanR) pRSF plasmid. The induced transfor-
mants were plated on medium with antibiotic and induc-
ers (Ab/Ind), while the non-induced ones were plated on
antibiotic only (Ab). To compare plasmid populations in
colonies from Ab/Ind and Ab plates, the real-time PCR

assay of random individual colonies was performed.
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CRISPR-ON

CRISPR-OFF

CRISPR-ON

Control experiment

Testing plasmids

Testing CRISPR-Cas

FIGURE 4.4: Shcematic depiction of experiments, test-
ing CRISPR-plasmid interference. Plasmids holding an-
tibiotics resistance were transformed in the host cells with
CRISPR-Cas systems targeting these plasmids and plated
on the antibiotics medium. Control experiments with
inactivated CRISPR-Cas (CRISPR-OFF) showed a high
number of colonies. Activated CRISPR-Cas (CRISPR-ON)
showed a low number of colonies. To test CRISPR-Cas
the survived cells were transformed with other plasmids
that contain different antibiotic resistance but same proto-
spacer. To test that target plasmid protospacer remained
un-mutated plasmids from survived cells were extracted

and transformed into the original host strain.
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competent cells were prepared from individual CRISPR ON and CRISPR

OFF transformed colonies. In each case, cultures used to obtain compe-

tent cells were grown either with or without cas gene inducers and trans-

formed with pRSF plasmid, carrying the G8 protospacer with a functional

PAM. CRISPR interference was determined by comparing transformation ef-

ficiency into induced and uninduced cells. The results, presented in fig. 4.5B,

show that cells derived from pG8 transformed CRISPR ON colonies inter-

fered with pRSF-G8 transformation as efficiently as the CRISPR OFF control

cells. The same situation was observed for pRSF transformed CRISPR ON

colonies fig. 4.5C. We, therefore, conclude that colonies formed by CRISPR

ON cells carrying a plasmid with protospacer matching crRNA spacer are

formed by cells with active CRISPR-Cas system (see fig. 4.4).

4.3.2 Qualitative explanation of plasmid survival

To explain the intriguing effect of successful transformation in a small frac-

tion of CRISPR ON cells and the apparent flexible and history-dependent

response of plasmid population to CRISPR-Cas interference, we take a closer

look at the dynamics of the plasmid population in a cell. The plasmids popu-

lations are formed by two competing mechanisms, plasmid interference (cut-

ting) by CRISPR-Cas complexes and plasmid replication. Our observation

that almost all cells become plasmid-free indicates that the former process

is usually faster. However, the existence of cells with surviving plasmids

suggests that there is a small probability of plasmid replication successfully

outcompeting the interference.

It is fair to assume that for a single or a few plasmids when the plas-

mid concentration is the limiting factor in cutting and replication kinetics,

the per plasmid rates of both those processes are constant, i.e. independent

of the plasmid copy number. It means that the per population rates of both
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FIGURE 4.5: Results of transformation and testing of the
transformants. Two different plasmid, pG8 and pRSF-
G8, with g8 protospacer are used to transform induced
(CRISPR ON) and non-induced (CRISPR OFF) KD263
cells (see fig. 4.3). The efficiency of transformation (EOT)
is determined in CFU/µg plasmid DNA for both plas-
mids. The orange bars show EOT for CRISPR ON cells,
the yellow bars show EOT for CRISPR OFF cells. (A) The
number of colonies on plates with antibiotic and induc-
ers is ≈ 200 times less than that on plates with antibiotic
only for pG8 plasmid (first and second bars) and ≈ 40
times less for pRSF-G8 (third and fourth bars). (B) Test
for escape mutations in the g8 protospacer. The pG8 and
pRSF-G8 plasmids were purified from the induced trans-
formed cells and retransformed into the original KD263
cells. The efficiency of transformation of retransformed
plasmids (bars C) was the same as of the original plas-
mids (bars ON). (C) To test the CRISPR-Cas system of
the transformants with pRSF-G8, the plasmid pG8 was
used for retransformation of those transformants. The
same cross-retransformation approach was implemented
for the transformants with pG8 using the plasmid pRSF-
G8. New transformations occurred with the same effi-

ciency (bars C) as the initial ones (bars ON).
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those processes increase linearly with the number of plasmids. Yet when the

number of plasmids becomes large and comes close to the stationary num-

ber of plasmids in a cell ([Pl]st ≈ 100 in our experiments), the replication rate

should approach zero. At the same time, for all reasonable forms of inter-

ference kinetics, an increase in the number of plasmids results in a progres-

sively smaller increase in the interference rate, which finally saturates to a

constant when the concentration of plasmids becomes much higher than that

of CRISPR-Cas complexes. A comparison between the cutting and replica-

tion rates that satisfy those general constraints indicates that three scenarios

are possible:

• The replication rate is always lower than the interference rate, fig. 4.6A.

• The replication rate is higher than the interference rate, fig. 4.6B.

• There is a window of plasmid number for which the replication rate ex-

ceeds the interference rate, while beyond this window the interference

rate is higher, fig. 4.6C.

Evidently, the first scenario leads to a quick loss of plasmids in all cells,

while the second scenario results in survival of plasmids in the majority of

cells. However, the third option holds a potential explanation for the ob-

served survival of plasmids in a small fraction of cells: Since all cells initially

have just one plasmid, almost all of them lose plasmids since the cutting rate

is larger than the replication rate for low plasmid copy number. However,

due to an intrinsic stochasticity of cutting and replication events, there is a

small but finite possibility that more replication than cutting events initially

occur. If such a lucky for plasmids sequence of events takes the plasmid pop-

ulation over the bifurcation threshold, above which the replication rate ex-

ceeds the cutting rate (marked as [Pl]bi f in fig. 4.6C), the plasmid population

will likely survive and continue to expand from this point deterministically
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FIGURE 4.6: Comparison between the plasmid interfer-
ence and replication rates. Three possible relations be-
tween plasmid replication (blue lines) and CRISPR-Cas
interference (orange lines) rates. Intervals of plasmid
copy number for which replication or interference dom-
inate are shown by blue or orange shading. Stable equi-
librium points for plasmid population are shown by black
dots. (A) The interference rate is higher than the replica-
tion rate for any number of plasmids, so that the intro-
duced plasmids quickly become extinct. (B) The replica-
tion rate is higher than the interference rate so that the
plasmid copy number quickly reaches the equilibrium
point [Pl]eq. (C) There exists an intermediate range of
plasmid copy numbers, [Pl]bi f < [Pl] < [Pl]eq, where the
replication rate is higher than the interference rate, while

beyond this range the interference dominates.
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until reaching [Pl]eq. Clearly, a larger excess of the interference rate over the

replication rate for small plasmid copy number and a higher threshold num-

ber of plasmids [Pl]bi f reduce the probability of plasmid survival.

In the Methods and Models section, we outline a quantitative analysis of

this survival scenario, which confirms that the reasoning presented above in-

deed explains the survival of plasmids. It is based on the numerical solution

of a master equation, which describes the time evolution of the probability

Pn(t) for a cell to have n plasmids at time t. The master equation accounts

for the plasmid replication and interference processes, which are assumed to

follow the logistic dynamics and Michaelis-Menten kinetics and the binomial

partition of plasmids between two daughter cells at cell division is treated as

an instantaneous process. The results of the master equation solution are

shown in panels B and C in fig. 4.7 for the initial number of plasmids equal

to 1 and [Pl]st.

As seen in fig. 4.7 that the competition between the interference and plas-

mid replication produces two cell subpopulations, one having a substan-

tial number of plasmid distributed around [Pl]eq, and the other completely

devoid of plasmids. The probability for a cell to retain plasmids quickly

drops in the first few generations and levels after 5-10 generations. Natu-

rally, this probability strongly depends on the kinetics of plasmid replication

and CRISPR-Cas interference and might be unique for each type of plasmid

and CRISPR-Cas system.

It follows from our explanation that the fraction of cells that lose (and,

reciprocally, retain) plasmids after the initial transitory period of 5-10 gen-

erations depends on the initial plasmid number in a cell with active CRISPR

system. In terms of experimental scenarios, this fraction depends on whether

one or a few plasmids are put into a cell with immediately activated (or al-

ready active) CRISPR-Cas system or the CRISPR-Cas system is turned on

in cells with already pre-existing stationary plasmid population [Pl]st. In
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FIGURE 4.7: The probability for a cell to have n plasmids after a given number
of generations (A) The replication (blue line) and interference (orange line) rates
used in the solution of the master equation (4.5) are parametrized as the logistic
(4.1) and Michaelis-Menten (4.3) kinetics. Vertical black lines in all panels show
stable and unstable fixed points of plasmid dynamics, their stability is shown by
converging and diverging arrows. (B) The probability Pn(t) for a cell to have n
plasmids after the 1-st, 2-nd, 5-th, 10-th, and 20-th generations are shown by dots
of varying shades of blue. For each number of generations, the probability is com-
puted for the time just before the partition of plasmids between two daughter cells.
Initially, a single plasmid was introduced into a cell, which is marked by a triangle
in the upper left corner. Empty circles, also marked by shades of blue of the cor-
responding generation, show the fraction of cells that lost all plasmids. (C) Same
as in panel B, but for the initial number of plasmids equal to [Pl]st, marked by a
triangle in the upper right corner. The parameters used in this solution are listed in
the Methods section. Comparing panels (B) and (C) it is visible that the probability
distribution for a cell to have n plasmids after ≈ 10 generations converges to the
universal form, shown by a light blue line in both panels. However, the fractions of
cells with plasmids is much larger for multiple initial plasmids (C) than the single

one (B), hence the light blue line in (C) is higher than that in (B).
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the first case, we expect that majority of cells will lose plasmids, while in

the second case a substantial fraction of cells will retain plasmids. For our

experimental parameters, the fraction of cells that retain plasmids after 20

generations is 4× 10−5 when the single plasmid is transformed into CRISPR

ON cells and 0.4 when CRISPR–Cas is turned ON in cells with equilibrium

plasmid population.

Nevertheless, the distribution of plasmids in cells that retain plasmids

converges after ∼ 10 generations to the universal form which does not de-

pend on the initial number of plasmids and is determined by the kinetics

of interference and replication. The universal distribution is shown by the

light blue lines in panel B of fig. 4.7 for a single initial plasmid per cell and in

panel C for [Pl]st = 100 plasmids per cell. Since the average number of plas-

mids per cell that retained plasmids converges after several generations to a

rather large number [Pl]eq � 1 (evidently, this number is also universal and

independent of the initial number of per cell plasmids) the subsequent prob-

ability to lose all plasmids becomes quite low, and such cells form colonies

that survive indefinitely.

These analyses lead to three main hypothesis:

• The distribution of the plasmids under the pressure of the CRISPR-Cas

system in the cellular population remain similar, depends solely on the

nature of CRISPR-Cas and plasmid and does not depend on the initial

plasmid distribution.

• The fraction of cells that retain plasmids, on the other hand, is affected

by the initial distribution of plasmids upon activation of the CRISPR-

Cas system.

• The distribution of plasmids under the pressure of CRISPR-Cas systems

in the cellular population becomes bimodal, leading to the subpopula-

tion with no plasmids and subpopulation that maintain plasmids
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4.3.3 Follow-up experiments to check whether the stochastic

kinetics of interference and replication explains plas-

mid survival

To better understand the composition of surviving colonies formed by CRISPR

ON cells and to check the predictions of our model, in the follow–up experi-

ments we replated the cells from both CRISPR ON and CRISPR OFF colonies

onto three types of media (fig. 4.8): Plates with CRISPR-Cas inductor and

antibiotics (orange), plates with only antibiotics (yellow), and plates with

neither CRISPR-Cas inductor nor antibiotics (gray). In addition to counting

colonies (CFU), we measured the number of plasmids in a colony using qPCR

with plasmid-specific primers, normalized by the bacterial gyrA gene.

A qPCR analysis of colonies formed by CRISPR OFF transformants re-

vealed that on average there are [Pl]st = 240± 65 plasmids per cell, which

is consistent with published copy number values [Pl]st for pUC plasmids on

which pG8 is based [162]. For the second plasmid pRSFG8, this number was

80± 25 which is also consistent with the published data [165]. In contrast, in

colonies formed by the CRISPR-ON cells, an average cell had 0.13± 0.09 of

the first plasmid and 0.44± 0.15 of the second one. (fig. 4.9). Superficially,

the second observation contradicts the common sense (there should be at

least a plasmid per cell to overcome antibiotic) and the nature of our model,

since a low average plasmid copy number would make cells extremely vul-

nerable to a complete plasmid loss, making survival of a colony highly un-

likely. Indeed, according to our predictions, the typical steady state number

of plasmids in CRISPR ON cells [Pl]eq should be closer to that in CRISPR

OFF cell ([Pl]st) than to 1 (see fig. 4.7). This contradiction could be resolved

assuming that cells in a CRISPR ON colony are heterogeneous, with some

cells fully devoid of plasmid, while others maintaining the sufficient num-

ber of plasmids. To verify this, cells from both CRISPR ON and CRISPR
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FIGURE 4.8: Follow-up replating experiments scheme In
the follow-up experiments, both CRISPR ON and CRISPR
OFF colonies were replated on three types of plates (sec-
ond row of plates): with antibiotic and inducers (Ab/Ind,
orange), antibiotic (Ab, yellow), and just the growth
medium (grey) as a control of the total number of viable
cells. To observe the subsequent dynamics of the induced
cells (Ab/Ind), they were replated second time (third row
of plates). To compare plasmid populations in colonies
from Ab/Ind and Ab plates, the real-time PCR assay of

random individual colonies was performed.
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OFF transformed colonies were replated on antibiotic-free plates (to deter-

mine the total number of cells) and on plates with antibiotic (to determine

the number of plasmid-bearing cells), the second line in fig. 4.8. For CRISPR

OFF transformants, the number of colonies formed on plates with and with-

out antibiotic was the same for both types of plasmids (second line in fig. 4.9,

indicating that plasmids are stably maintained over the time of experiment

even in the absence of selection. In contrast, only one out of a few thousand

cells from CRISPR ON colonies grew on antibiotic-containing plates. This

indicates that most cells in CRISPR ON colonies do not bear a plasmid and

apparently survive due to an altruistic action of cells with plasmids. Thus,

the model appears consistent with this replating experiment: Indeed, as we

predict, the majority of transformed cell grown under the CRISPR ON con-

ditions lose their plasmids, and the experimentally-derived average plasmid

copy number in CRISPR ON survivors is large and similar to [Pl]eq.

Another experiment aims to check our prediction that the number of CRISPR

ON cells that lose plasmids strongly depends on the initial number of plas-

mids per cell. It consists of replating cells from CRISPR OFF colonies, which,

as we know by now, have approximately [Pl]st plasmids each, on all three

media and counting the colonies (fig. 4.8, right column). The results, shown

in the second line of fig. 4.9 for both types of plasmids, indicate that turning

CRISPR on does not decrease the number of colonies. Thus, the experiment

confirms another model prediction that less than half of the cells with an ini-

tially large number of plasmids lose all plasmids in the long run. Evidently,

such low-probable plasmid loss does affect colony formation. It is impor-

tant to note, that, in general, the plasmids loss in the fraction of cells only

indirectly affects the number of colonies observed. The fraction of colonies

that can be observed on antibiotic i.e. the colonies that have some fraction of

cells maintaining the plasmids will be significantly higher than the fraction

of individual cells that holds the plasmid (see S1 appendix). As the colony
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grows in cell number the probability that all on the cells will lose plasmids

start approaching zero.

Finally, we set up a verification, albeit indirect, that the nature of plas-

mid distribution in plasmid-bearing CRISPR ON cells becomes the same af-

ter many generations for any initial number of plasmids. This correlates with

the computational analysis showing that distribution of the plasmids in the

cells holding the plasmids converge to the same distribution regardless of

the initial plasmid distribution (see 4.7B,C). The cells initially grown either

on CRISPR OFF or CRISPR ON medium and then replated on CRISPR ON

medium are then replated the second time on all three media (fig. 4.8, right

column). The bottom line in fig. 4.9 shows that the colony-forming capability

of such twice replated cells is the same as that of the once replated CRISPR

ON survivors. Furthermore, considering the differences between the number

of colonies on CRISPR inductor and antibiotic medium, antibiotic medium,

and just the growth medium as a proxy for plasmid distribution in cells,

we conclude that this distribution is the same in CRISPR OFF → CRISPR

ON cells and CRISPR ON → CRISPR ON cells. A small excess in CFU in

the antibiotic-only medium compared to the CRISPR inductor plus antibiotic

medium (visible in the third row in fig. 4.9 as the orange block is lower than

the yellow one) can be attributed to a non-vanishing probability to loose all

plasmids during each cell cycle, including the first ones that are crucial for

colony formation. On contrary, such excess is not observed in the cells re-

plated from CRISPR OFF colonies (three equal-height blocks in the second

row in fig. 4.9, where such probability is very small due to a uniformly high

(≈ [Pl]st) an initial number of plasmids per cell.
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FIGURE 4.9: Follow-up replating of CRISPR ON
colonies results. The transformants from CRISPR ON
and CRISPR OFF cultures were used for the first replat-
ing on 3 types of plates (see fig. 4.8): Plates supplemented
with antibiotics and inducers to maintain the CRISPR-Cas
activity (orange), plates with antibiotic to determine the
number of plasmid-bearing cells (yellow), and plates with
growth medium only to estimate the total number of cells
per colony (gray). To estimate the number of plasmids in
the colonies the real-time PCR test was performed. The
real-time PCR test shows the similar results for the trans-
formants and cells from the colonies after replating. Col-
umn A and B describe sets of parallel experiments per-

formed for pG8 and pRSFG8 plasmids.
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4.4 Discussion

4.4.1 Summary of results

In this work, we reported the observation of survival of plasmids in a small

fraction of cells, targeted by a perfectly functional CRISPR-Cas system, and

provided quantitative explanations for this observation. Specifically:

• Performing targeted experiments, we ruled out several plausible rea-

sons for CRISPR-Cas malfunction, such as mutations in spacers, proto-

spacers, and cas genes.

• Instead, we explain the survival of plasmids as resulting from a rare

sequence of stochastic plasmid duplication and CRISPR interference

events. While the former should be on average less frequent than the

latter, there is a finite probability that for a while the duplication ex-

ceeds cutting. Such duplication-dominant sequence of events can bring

the plasmid population to the threshold, above which the average du-

plication rate is higher than the interference one. Above this threshold,

the plasmid population becomes significantly more stable and harder

to extinguish. Thus the majority of cells lose their plasmids failing to

reach this threshold, while a few cells maintain on average the above-

threshold plasmid population.

• A quantitative probabilistic model showed the viability of such expla-

nation for plasmid survival. In addition to explaining the original ex-

perimental results, the model made testable predictions: The depen-

dence of survival of plasmids on the initial number of plasmids in a cell,

and the universality of distribution of plasmids per cell, which estab-

lishes itself after several generations independent of the initial number

of plasmids
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• These predictions have been checked and confirmed by specifically set

follow-up experiments. We showed that cells with the initially large

number of plasmids had a much higher probability to retain plasmids

when CRISPR-Cas system was turned on. Yet the colony-forming ca-

pacity in the second and subsequent re-plating becomes the same and

independent of the initial number of plasmids per cell, confirming the

universality of distributions of plasmids

4.4.2 Kinetics of plasmid duplication and interference

Our model is based on rather simple assumptions about the plasmid kinet-

ics, the Michaelis-Menten approximation and the logistic dynamics for the

interference and duplication rates. Obviously, the modeling fidelity can be

improved by utilizing experimentally-derived dependences of rates vs. plas-

mid copy number, or, at least, fitting the Michaelis-Menten and logistic con-

stants to the experimental data. However, we believe that the salient features

of the plasmid kinetics on which our explanation is based, the saturation of

interference rate to a constant and the cessation of plasmid duplication for

large plasmid copy number, illustrated in fig. 4.7A, would not change.

Since the stochastic survival of plasmids goes "against the odds" dictated

by an excess of the interference rate over the duplication rate, the fraction

of cells that retain plasmids falls dramatically with an increase of the rate-

reversal threshold [Pl]bi f , (see fig. 4.7A). So a fairly delicate balance between

the Michaelis-Menten and plasmid duplication rate constants, which deter-

mine [Pl]bi f , is required to observe the reported plasmid survival in a small

fraction of cells. Obviously, at a single-cell level, the outcome of the plasmid-

CRISPR conflict is purely random and all that can be predicted for a given

cell is its probability to lose all or retain a certain number of plasmids.
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4.4.3 Defense from viruses, horizontal gene transfer, and other

evolutionary aspects

A natural question arises whether the same conclusions apply to CRISPR-Cas

interaction with viruses. It is hard to give a definitive answer to this question

as the viral replication apparently follows quite different kinetics than that

of plasmids and, most importantly, it does not have to slow down when the

number of viral copies reaches a certain threshold. Furthermore, a single es-

cape mutation in viral protospacer would quickly propagate through the cell

culture and save the viral population from extermination, making the detec-

tion of more delicate effects described in this work fairly complex. Finally,

an infected cell usually receives just one copy of a virus while a cell inherits

on average half of plasmids from its mother. Hence, if the probability for a

virus to survive and replicate in a cell (quite low in the case of a single initial

plasmid) multiplied by the size of a viral burst is smaller than one, the infec-

tion would not propagate and we would simply register an apparent defeat

of viruses by CRISPR.

Nevertheless, an "imperfect" function of CRISPR-Cas system resulting in

an incomplete extermination of viruses and plasmids can be a consequence of

the same evolutionary principle: Increasing the rate of interference costs the

cell not only some extra energy needed to produce additional copies of Cas

proteins. A higher concentration of such complexes and their stronger bind-

ing to DNA carries inevitable risks of increasing chances of autoimmunity

via binding to and attacking self-DNA. Thus the evolutionary optimization

of CRISPR-Cas interference rate would probably not go beyond some inter-

mediate protection level, giving only a majority of cells rather than every-

one, means to eliminate foreign mobile genetic elements. Thus, in a fraction

of cells plasmids and viruses could survive, either by the stochastic mech-

anism proposed above or due to a cell to cell (or single-cell temporal) [166]
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variability in concentrations of Cas proteins and thus interference rates. Be-

sides, such "imperfectly" functioning CRISPR-Cas system could allow plas-

mids that carry benefits for cells to take a hold and then proliferate in the

population, thus lowering the efficiency but not entirely blocking HGT.

4.4.4 Comparison with the previous observations

Our experimental results are seemingly controversial to the current typical

view on the interaction between plasmids and CRISPR-Cas system. It was

considered that the only way the plasmid could escape the interference is

through mutation of one of the components of this interaction, either spacer,

spacer or mutation in the CRISPR-Cas system itself [106]. Here we propose

that this plasmid escape could be reached for kinetic reasons. However, this

does not abolish previous observations, which, presumably, correspond to

the CRISPR-plasmid interaction with different kinetic properties. Indeed, if

the CRISPR-Cas interference rate is high compared to plasmid replication

rate there is no "plasmid stability window" (see Fig. 4.6A) and plasmids are

to be eliminated unless there is something broken in the CRISPR-Cas inter-

ference. Moreover, these mechanisms of plasmid escape could be comple-

mentary. Plasmid stability window could become a beachhead for further

penetration of plasmid through mutation and escape of CRISPR-Cas system.

It allows the plasmid to survive for high enough number of replication to

allow mutation. On the other hand, the most recent results in Enterococcus

faecalis by [167] shows that indeed the native level of expression is both non-

lethal in targeting self DNA and potentially could not inhibit horizontal gene

transfer. At the same time, the over-expression of /textitcas genes leads to

the elimination of such an effect. In the framework of our model, we pro-

pose that it could be due to the shift in the kinetic curve of interference and

following change in the interaction between the plasmids and CRISPR-Cas.
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While in the native system the interference rate is low and the system is in

"plasmid wins" regime in the over-expressed system the interference rate is

high and the system is in the "CRISPR wins" regime.

4.4.5 New view on the interaction between CRISPR and CRISPR

targets

In most research works CRISPR-Cas targets are treated as passive elements.

Partially it might be driven by the studies of the overexpressed CRISPR-Cas

models when the interference rate is so high that the elimination of the target

is almost inevitable. However, in the native systems the Cas protein expres-

sion rate is significantly lower thus the competition between the CRISPR-Cas

system and its target can start playing the crucial role. We propose that the

CRISPR target should not be viewed as a passive element, only waiting to be

destroyed, but is an active system that could compete with and out-compete

CRISPR-Cas interference. This paradigm leads to the hypothesis that the

nature of the CRISPR target and its replication kinetics should affect the out-

come of the CRISPR-target competition and different targets can compete

differently with the same CRISPR-Cas system.

4.4.6 Processes potentially affecting the outcome that are not

simulated

While the model manages to capture the main features of the colonies behav-

ior we found challenging to replicate the quantitatively exact scenario as in

the experiments. We contribute it to several features that were not modeled

yet shapes the colony behavior and cellular growth. The first is the spatial

structure of the bacterial colonies. It is well known that bacterial colonies

and biofilms are not homogeneous and form micro-environments that have
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complex spatial structure [168, 169] that may also include cooperative antibi-

otic resistance [170]. Also, there were studies that show that spatial structure

drastically affects the behavior of the CRISPR-Cas systems and contribute to

the CRISPR-Cas system evolution [78, 129]. The second is the effect of the

plasmids presence on cellular growth. It has been shown in a series of dif-

ferent experiments that holding a high-copy-number plasmid might affect

the cellular growth. While it remains unclear whether there is a divergence

of cellular replication rate based on the plasmid copy number in case of our

experiments this could, in theory, contribute to the bias in the experimental

outcome.
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Chapter 5

Discussions and Conclusion

In this work, we analyzed two related topics through mathematical model-

ing. One was the CRISPR array composition and in particular the number of

spacers in the CRISPR array that maximizes the protection against the foreign

genetic elements. The second is the condition when foreign genetic elements

can overcome the CRISPR interference despite the activity of the CRISPR-Cas

system. Together they advance the theoretical understanding of the CRISPR-

Cas protection and factors that toggle the balance of the competition between

CRISPR-Cas and foreign genetic elements to one side or another.

Analyzing the optimal spacer array composition, we came to several im-

portant conclusions. First and foremost, we found that for a constant en-

vironmental condition there is a non-trivial (i.e. non-zero and non-infinite)

optimum in the number of spacers that maximizes the host cell protection.

It is dictated by various factors such as the efficiency of CRISPR-Cas recog-

nition and nuclease machinery, abundance of crRNA with spacers located in

different positions of the array, viral mutation rate, viral abundance etc. Sur-

prisingly, higher efficiencies of the CRISPR-Cas system lead to longer arrays

while the higher viral mutation rate makes shorter arrays optimal from the

point of efficiency. Yet generally, short arrays have shown to be in general in-

efficient against viral attacks, and such arrays should rely on either constant

uptake of new spacers or more sophisticated mechanisms of spacer update

such as primed adaptation and constant purging of older arrays. Also, it has
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been shown that proportionally higher production of crRNA from the newer

spacers is beneficial for CRISPR-Cas system, leading to both higher efficiency

of CRISPR-Cas system and higher CRISPR-Cas efficiency robustness against

the changes in the number of spacers in the CRISPR array. This suggests that

palindromic nature of the CRISPR repeats might not only play a structural

role but also have a regulatory function in Type I and Type III systems (by

terminating transcription) and could be subject to evolutionary pressure in

order to adapt to changing viral environment.

In general, this model provides a different view on the spacer array com-

position problem. Instead of the focus on the dynamics of the uptake and

loss of the spacers typically analyzed in other works, our approach allowed

us to perform a more detailed analysis of the CRISPR-Cas efficiency under

given conditions.

Analyzing the interaction between foreign genetic elements (plasmids in

particular) and CRISPR-Cas systems, we focused more on the kinetics and

stochastic nature of the process of the competition between plasmid replica-

tion and CRISPR interference. We have experimentally shown that despite

the common view that plasmids can escape the CRISPR-Cas immunity only

through mutations in targeted protospacers and their PAMs, plasmids can

avoid CRISPR interference via other mechanisms. We have demonstrated

that ongoing plasmid replication and CRISPR-Cas interference could lead to

various scenarios, including one of plasmid overcoming the CRISPR-Cas im-

munity through rapid replication. However, even if the plasmid population

seems doomed as the interference dominates, for a low number of plasmids,

a "plasmid stability window" – the intermediate range of plasmid copy num-

ber where plasmid replication rate is higher than CRISPR-Cas interference

– exists. Such condition leads to unique bimodality in the cellular popula-

tion with one subpopulation losing all plasmids while the other maintaining

them.
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In general, we propose that the interaction between the CRISPR-Cas sys-

tem and foreign genetic element, as any birth-death process with a few play-

ers, should be viewed as a stochastic process. While most of the modern

works treat foreign genetic elements as passive targets of CRISPR-Cas, in re-

ality the situation is certainly more complex. The nature of replication and

behavior of the particular genetic element affect the outcome of the competi-

tion between it and CRISPR-Cas and could lead to complex non-deterministic

outcomes such as bimodality in the population.
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