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Abstract

Modern power systems are facing a new grand challenge in the grid management due
to an increase in electricity demand, imminent disturbances, and uncertainties asso-
ciated with the distributed energy resources (DERs), like wind farms, photovoltaics,
which can compromise the stability of the network. Such transformations in the grid
have also made it difficult to validate the feasibility of an operating regime for power
system security assessment. Therefore, power flow solution boundaries or feasibility
boundaries must be considered for better security assessment. Also, to reduce the
chance of disturbance, to maximize the power transfer and to take full advantage
of transmission capabilities. Calculation of such voltage feasibility boundaries is a
computationally challenging task linked to the nonlinear nature of the power flow
equations, technological constraints, and complex structure of the grid. Calculations
are also computationally intensive as the operating regime changes rapidly with time.

The mathematical framework in this thesis address this problem with an emphasis
on the computational part. To calculate the power flow solution boundaries with a
set of proposed algorithms that allow fast convergence, smaller computational bur-
den along with ease of programming. The first part of the thesis introduces a novel
modification referred here as “Transversality Enforced Newton Raphson” (TENR)
to the conventional Newton-Raphson load flow solver, for faster computation of the
points corresponding to the boundary of power flow space. A methodology for in-
cluding technological constraints is also provided. The performance of the TENR
algorithm is validated on several IEEE test networks. A comprehensive comparison
is also presented with the algorithms proposed in the literature.

The latter part of the thesis extends the problem from just finding a point on the
boundary to construct the 1-manifold curve and also 2-manifold surfaces in power in-
jection space. An adaptive “Spherical Continuation” procedure is presented. The al-
gorithm was further complemented with additional improvements to trace the bound-
ary curve with good convergence, flexibility, and computational speed. A detailed
numerical analysis was conducted to understand the complexity associated with the
power flow feasibility boundaries. Numerical experiments also cover a wide range of
practical scenarios.
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Chapter 1

Introduction

This chapter provides a general description of power systems and a brief discussion of

power system security assessment. It also covers the details on notable contributions

from the past, research motivations, and composition of the thesis.

1.1 Power Systems History

Over the last century, the size of the power system has grown from fewer elements to a

scale consisting of thousands of miles transmission lines, hundreds of generating units,

with a substantial amount of several types of equipment to facilitate and maintain a

secure operation [1, 2, 3].

Let us consider the architecture of a conventional power grid. The overall layout

of the power system is outlined in Fig.1-1 [4]. The first block is the generation

unit consisting of power plants that produce electrical energy from various options

as mechanical, hydro, chemical, solar, wind, nuclear, and others. This electrical

energy is transported to longer distances by the transformation into high-voltage

electrical power. The second block is the transmission grid that carries the high

voltage electrical power to long distances to the consumer units. Then finally, the

distribution grid transforms this high voltage power into lower voltage levels suitable

for commercial, residential, and industrial consumption [5]. Although an actual power

system is much more complicated, the layout is somewhat similar to Fig.1-1. The

1



Figure 1-1: Electric power system layout.

Figure 1-2: Transmission grid of the United States.

complexity and massive evolution of the power network is depicted in Fig.1-2, It shows

a map of the current transmission grid for the United States [6]. It is fascinating to

see such a massive transformation of the power network over the last century. The

birth of the modern electric grid started precisely in 1882 by the Thomas Edison in

the New-York City [7, 8]. Nevertheless, this grid had a limited capacity of only 250

hp (horsepower), with higher losses and inability to transfer power for long distances,

it opened the possibility to a new bridge for electrification of cities, to countries, and

even to continents. The credit for such a remarkable transformation of the modern

grid goes to the work of Thomas Edison and Nikola Tesla and many other inventors

of the 20th century, who laid the foundation for commercial use of electricity through

an electric grid.
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1.2 Power Systems Security Assessment

Power system security has become an important subject, as the modern power sys-

tems are going through several changes to suffice with the increase in demands and

also to facilitate the integration of the distributed energy resources (DERs) like wind

farms, photovoltaics, electric vehicles and other renewables in the grid [9, 10]. Al-

though all these changes in the power system have assisted in the operations and

markets, at the same time has raised grave concern for system security [11, 12]. In

general, security assessment is described as the capability of the grid to maintain a

stable operation after some imminent disturbance, such as changes in load, uncer-

tainties with renewable generation, and outage of line or generation units [12]. The

system security assessment is linked to the robustness of operating point or regime,

which depends on the operational conditions as well as the contingent probability of

disturbances [13, 12].

The secure and stable operation has always been a priority for the safe and eco-

nomic prospect. During the period of the vertically integrated architecture of the

grid, power systems were more secure and reliable due to several factors like gov-

erness by government bodies, integrated planning, which allowed a balance between

growing demand and generation [12]. But in the last few decades, the complexity of

the grid architecture and operation has increased, which made maintaining the stable

operation of the grid a challenging task. Prominently, the recent major blackouts and

similar electricity outage incidents observed in Asia, USA, and Europe (see Table.1.1)

have elevated interest for better security assessment of the grid and need for more

Table 1.1: Summary for different blackouts.

No # Locations Year Duration Effected People
(hours) (millions)

1 India 2012 48 620
2 Bangladesh 2014 10 150
3 USA, Canada 2003 72 55
4 Italy, Switzerland 2003 15 56

3



efficient computational techniques for security analysis as well.

In the subsequent discussion, we look at power system security analysis and the

necessity for efficient computational tools.

1.2.1 Power System Security Analysis

Security analysis is crucial to determine the robustness of an operating point or regime

for secure and economical operation. Transmission System Operator (TSO) performs

the following tasks to assess the security of the grid. i) First, to determine how secure

is the operating regime. ii) Secondly, to which degree security will be affected if

the current regime changes in real-time, and finally iii) if an operating point is not

secure, then what control action should be taken to make the system safe for operation

[13, 12]. From the economic side, information about the robustness of an operating

regime can assist in the energy trading agreements and distorting locational energy

prices [13]. Therefore, the power system security analysis is not just critical from the

security assessment but also assists in maintaining price stability.

Before we go further, it is crucial to understand how the robustness of an operat-

ing point is evaluated in terms of the feasible region of operation. Figure.1-3 shows

a geometrical illustration for steady-state security assessment in λ1 − λ2 space (i.e.,

power injections or state-space). Different regions in Fig.1-3 represent the feasible

injection in λ1− λ2 with different technological or feasibility constraints (like voltage

limits, active and reactive generation limits, and line thermal limits). In the feasi-

ble region, not just real solutions of power flows should exist, but the technological

constraints are also valid [14].

Figure.1-3a describes the solvability region; it means outside this region there is

no real solution to power flows exist. This boundary of the solvable region in Fig.1-3a

is expressed as “stability or solvability boundary” [15, 16], which separates the real-

valued solution of the power flows. While the Fig.1-3b also considers limits on voltage

levels on load buses, we can see that this region is a bit smaller than the one in Fig.1-

3a. The area described by Fig.1-3c also considers the active power generation limits

along with solvability and constraint on voltage levels. Finally, the region in Fig.1-3d
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(a) Without any constraints. (b) Voltage magnitude constraints.

(c) Voltage & active generation constraints. (d) All technological constraints.

Figure 1-3: Feasible region of operation in λ1−λ2 space, in which the TSO can deter-
mines the security, maneuverability or required control actions to bring the operating
regime back to the feasible domain.

describes a feasible region of operation in which all the technological limitations are

considered with the condition on solvability as well.

It is interesting to see that with such information the TSO can determine, i)

the degree of security for an operating point, ii) the acceptable maneuverability if it

changes and, iii) can also decide what actions should be taken if the operating regime

is violating some technological constraints or if it is outside the solvability domain.

It is also clear from Fig.1-3 that with the addition of constraints, the structure of

feasible region changes and becomes smaller.
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The boundary that confines the feasible region in which not just real solution to

power flows exist but also the operational or technological constraints are valid is

referred to as “feasibility or voltage feasibility boundary” [14, 17]. The framework of

this thesis studies the shape of voltage feasibility boundaries. Generally, such bound-

aries are convex [18, 19], but examples of non-convex boundaries are also presented

in [13]. The work here contributes to the computational part as well and provides

a detailed mathematical structure for determining the voltage feasibility boundaries

with precision, speed and computational efficiency.

1.2.2 Computational Tools

The computational part of the power system has an important role to play toward its

reliability and security assessment. The power flow analysis came into existence since

the early 20th century. In the early days, the main goal of the power flow solver was

to find the solution of power flows irrespective of time and also didn’t consider any

instabilities phenomenon. But with the evolution of the electric grid, the requirement

for not just calculating power flows but also solving instabilities has become crucial

with precision, computational speed, and efficiency. In literature, several algorithms

have been introduced, which are based on numerical techniques [20]. Most of them

are some alterations of the Newton-Raphson method [21, 22, 23]; this is a widely used

method in the power system analysis to compute power flows and state variables.

Here, the goal is to look at the computational part of the power system security

assessment, which can be divided into a steady-state and dynamic security assessment.

In the case of dynamic security assessment, the dynamic model of the electric grid is

considered, and the analysis is performed to find the feasible region of operation by

examining the transient stability limit and technological constraints such as transient

voltage limits, damping limits, and such [24, 25]. Several algorithms are proposed

which rely on either full simulations or using approximate methods [11]. Examples

of comprehensive simulation methods include time-domain simulation for transient

security and eigenvalue analysis for small signal stability [12]. Approximate methods

include techniques such as the direct energy methods for transient stability evaluation.
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The steady-state security assessment considers a steady-state model. The system

dynamics influencing voltage stability are usually slow, so many aspects of the system

can be effectively analyzed by using the static method [26]. The analysis is performed

for calculating voltage stability limits (also pointed as solvability boundary in Fig.1-

3), with technological constraints like voltage magnitude limits on load buses, active

and reactive generation capabilities for generator buses, and line thermal limits, etc.

In the steady-state security analysis, examples of full simulation methods include

power flow solution of PV curves, and approximate methods include techniques such

as sensitivity methods for voltage assessment [11]. In this research, we will deal with

the steady-state security assessment.

As described earlier, the modern electric grids are quite complex and may contain

thousands of elements. This raises several concerns with the computational part of

the security analysis in terms of scalability of the proposed method to large networks,

flexibility to solve with technological and economic constraints, the precision of com-

puted results, and the most important one is computational speed. Although the

approximate techniques for security analysis may have advantage in terms of com-

putational speed but they lack with precision in results and may not be flexible to

include constraints, on the other side full simulation methods may suffer from compu-

tation speed but can provide better results and room for flexibility as well to include

additional limits or constraints.

1.3 Power System Stability

Power system stability analysis is one of the cores involved in power system security

assessment, and it is defined as the ability of the system to regain operating equi-

librium when the initial operating regime is disturbed by physical disturbance [27].

Generally, stability in the power system is divided into steady-state and dynamic

stabilities.

Nowadays, power systems are being operated proximity of their stability limits

due to uncertainties associated with renewable generation and the rapid increase in
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system load, etc. It resulted in real-time operation in a continuously changing en-

vironment, and any imminent disturbance can cause some catastrophic effect in the

grid [28]. Normally, the response to disturbances depends upon the initial operating

regime and nature of the disturbance. Factors like the non-linear nature of the power

flow, complex network topology, the response of electric equipment in the network,

can affect the stability profile of the grid dramatically [29, 30]. Therefore, for optimal

grid management, it’s is crucial to assess the system response to different distur-

bances. Figure 1-4 provides an overall view of the power system stability, a more

comprehensive discussion is provided in [27]. This thesis work studies solvability, and

voltage feasibility spaces from the voltage stability context.

Power System Stability 

 Rotor Angle  
Stability 

 Frequency 
Stability 

 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 
Stability 

Small  
Disturbance 

Stability 

 Transient 
Stability 

Small  
Disturbance 

Stability 

Large  
Disturbance 

Stability 

Figure 1-4: Power system stability classification.

1.3.1 Voltage Stability

Voltage stability analysis is regarded as one of the major areas of interest in the power

system community as it led to many power blackouts in recent years (see Table.1.1)

[31]. The voltage stability evaluation determines if a given operating condition is

voltage secure. Furthermore, it is desirable to know how far the system can move
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away from its current operating point and remain safe. Voltage stability can be

classified into small disturbance and large disturbance categories.

We can classify small-disturbance voltage stability as the system’s ability to main-

tain steady-state voltages when subjected to small perturbations such as incremental

changes in system load [11, 32]. As this happens relatively slowly, it is also referred

to as steady-state voltage or long-term voltage stability. Continuation Power Flow

(CPF) method is standard for studying this type of instabilities [32, 33].

Whereas, large-disturbance voltage stability refers to the system’s ability to main-

tain steady-state voltages following large disturbances such as transmission line, gen-

eration outage, or circuit contingencies [11]. The time frame of interest is in the order

of several seconds. That’s why; it is also referred to as short-term voltage stability.

This set of voltage stability analysis requires the solution of the appropriate system,

differential equations that need time-domain simulation solutions of the nonlinear re-

sponse of the system after being subjected to a large disturbance. The Runge Kutta

method is quite useful for studying this type of instabilities [34].

1.4 Notable Contributions

A number of works are carried out over the years to study, analyze, and compute

the power flow solution space. Most of these works are limited to just characterizing

a point on power flow solution space or feasible space such as [32, 33, 35] and [36].

Works from [13, 37], and [17] have also explored the feasible space in multi-dimensional

parametric space.

The computational part for calculating either a point or to complete the entire

solution space is a difficult task. The problem is NP-hardness (non-deterministic

polynomial-time hardness) due to the non-linear power flows, technological inequality

constraints, and complex topology of the network. Figure.1-5 shows the feasible space

for a small 3-bus test network in power injection space. The complexity of power

flow solution space is clear from Fig.1-5. A summary of the notable contributions is

described in the subsequent sections.
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1.4.1 Characterizing a Point on the Feasible Space

First, we look at strategies for calculating just point on the solution manifold. Per-

haps, the most popular approach to this problem is based on the continuation of power

flow equations as described in [33, 38, 39]. Within this technique, the parameters of

the power flow equations are adjusted gradually until the limit or solvability or con-

straints is reached. Although these types of algorithms are the most robust in terms

of their convergence properties, they may require an unacceptably high number of

computationally prohibitive matrix inversion operations. Some cheaper alternatives

based on heuristic search algorithms have been proposed in the literature as well [40].

Over the last several decades multiple algorithms have been proposed to deal

with the problem of the large number of iterations. Some of the earliest works on

the subject were proposed in the 80s in the Soviet Union. The so-called Kontorovich

method [41] enforces the Jacobian singularity condition by extending the system of

power flow equations with extra equations on the zero eigenvectors of the power flow

Jacobian. Conceptually similar technique based on predictor-corrector iterations was

also developed in [13]. Although this approach requires a substantial increase in the

number of variables of the system, the solution can be acquired in only a small number

of iterations.

State of the art algorithms used for loadability analysis are discussed for example

in [42, 43, 30]. In the most recent years, the academic community has proposed several

innovative extensions to the traditional approaches to this problem and introduced

several novel ones. Holomorphic Embedding Load Flow method (HELM) described

in [44] builds upon the idea of continuation power flow equations by using polyno-

mial and rational approximations of the homotopy between the base and saddle-node

solutions. It exploits the analytic dependence of the homotopy on the loadability pa-

rameter. This property allows for construction of the full homotopy curve based only

on local structure of the solution manifold around the base operating point. In [35],

four different algorithms based on HELM were presented for the loadability problem,

with the ”Root Method” among the most computationally efficient.
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In another recent study, [36] non-conventional Factored Load Flow (FLF) repre-

sentation of the power flow equations have been shown to improve convergence of

Newton algorithms allowing it to converge to nonphysical complex solutions when

the loadability limits are exceeded. Finally, a novel algorithm based on nonlinear

programming was proposed in [45]. The equivalence between optimization and con-

tinuation based approaches has been discussed in reference in [46]. Application of

modern power flow relaxation (see e.g. [47]) to the problem of loadability has been

discussed [48]. Finally, it is worth mentioning a complementary effort on provid-

ing sufficient conditions for solution existence reported in [49, 50] and a number of

follow-up works [16, 51].

Recently, there has been significant effort focused on characterizing the maximize

loadability with multiple binding constraints [52, 53]. The contribution from [53]

examine the problem of maximizing the distance to a loadability limit, i.e., the load-

ability margin of a power system, by tuning a set of control parameters, to provide

insight into the geometry of the loadability surface and classify the different types of

loadability limits that can be encountered.

1.4.2 Calculating the Feasible Space

With respect to constructing the power flow feasible space, different methods have

been introduced in the last decade. One of the major contributions is from [13], the

work describes an implementation of predictor-corrector continuation based on hyper-

planes as correctors, for tracing the solution boundaries of power flow equations in the

given multi-dimensional parameter space. However, the drawbacks of the approach

from [13] are as follows. i) The first proposed “Euler Homotopy” procedure is based

on hyperplane predictor-corrector, which suffers from convergence issues near sharp

edges and non-convexity boundaries. ii) Also, it requires a complex implementation.

iii) The major disadvantage is the right eigenvector transversality condition, which

increases the size of system variables by twice (additional computational burden). iv)

And right eigenvector condition is also sensitive to the initial guess of the eigenvec-

tor corresponding to the null space of power flow Jacobian. Finally, the proposed
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algorithm is also not computationally tractable and also not scalable for large test

cases.

Whereas work proposed in [54] describes a non-iterative method referred to as a

new ”∆ plane” method to trace the feasibility boundaries in the state space. The

method is based on the rotation of a vector in the ∆ plane and subsequent computa-

tions of all singularities of the power flow Jacobian on each direction defined by this

vector using the so-called X-Ray theorem [9]. The method exploits some quadratic

and linear properties of the load flow equations and state matrices written in rectan-

gular coordinates and provides a noniterative solution (except for the QR algorithm)

for finding power flow singular points. The proposed ∆ plane suffers from the preci-

sion of results, lacks to include technological constraints, and is also sensitive to an

initial point on the boundary.

The work from [37] also highlights a new innovative approach that requires refor-

mulating the power flow equations into sets of polynomial equations, which is then

solved through Numerical Polynomial Homotopy Continuation (NPHC) method from

[55] which guarantees to find all the solutions. Although the NPHC method can guar-

antee to find all solution boundaries, it lacks in terms of computational speed and

scalability. Also, the work proposed in [37] does not consider any technological or

economic constraints. In the next section, the motivations for this work and thesis

structure are presented.

1.5 Original Contributions

The main research question is to calculate power flow solution space or feasible space

with computational tractability, higher speed, better convergence, and scalability to

large networks”. Original contributions of the thesis are as follows;

1. Developing mathematical strategy to reformulate technological inequality con-

straints (limits on voltage levels, active and reactive generation limits, and line

thermal limits). The thesis presents a slack variable methodology that allows us

to represents constraints into the polynomial equation form suitable to consider
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in the power flow model. This formulation preserves the sparsity structure of

the power flow model.

2. Developing a novel algorithm for calculating solution (just a point) on the

boundary of power flow solution space. The proposed algorithm is referred

here as “Transversality Enforced Newton-Raphson” that is more robust and

has better computational efficiency in comparison to alternatives. In addition,

the algorithm can naturally incorporate a variety of constraints like voltage and

current limits making it applicable to a broader set of problems.

3. The main idea proposed in mathematical framework of the algorithm reopens

the question of auxiliary (or transversality) constraints for direct methods to

find fold bifurcation points of the power flow equations. The key contribution of

this method in comparison to the existing literature devoted to direct methods

are as follows.

(a) We introduce new scalar transversality conditions to supplement power

flow equations to compute fold bifurcation points with small computa-

tional effort in comparison with the methods like continuation of Newton-

Raphson or vector transversality conditions used previously.

(b) We derive analytic expressions for the gradient of the proposed scalar

transversality conditions allowing for a computationally efficient imple-

mentation of the algorithm.

(c) A detailed performance analysis and comparison of the new transversality

conditions, together with the clear conclusions concerning the best option.

(d) Finally, algorithm also allows incorporation of feasibility constraints, lead-

ing to loadability problem formulated in the space of only technically ac-

ceptably solutions.

4. The later part of the thesis extends the problem to calculate the power flow

feasible space in multi-dimensional parametric space. A robust continuation

homotopy procedure is presented to trace the boundaries of feasible space with
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ease of implementation, better numerical stability, and scalability to large net-

works. The proposed continuation is based on a Euler-Homotopy approach that

uses a predictor-corrector path tracking procedure. Contributions within this

part are as follow,

(a) Typically, the predictor-corrector approach uses tangents as predictors and

hyperplanes as a corrector. Such continuation procedure suffers from dif-

ficult implementation and poor convergence for tracing curves with non-

convex parts or sharp turns. In this work, we use spheres or hyperspheres

as correctors referred to as “spherical continuation”, which allow us to

trace solution curves with sharp edges or with non-convexities.

(b) Although, the spherical continuation is rather simple, computationally ef-

ficient, with ease of implementation. Still, some modifications are required

to improve the robustness and computational time. An adaptive sphere

strategy is proposed based on variable radius of the spheres at each con-

tinuation step. This improves the overall computational speed of the con-

tinuation process.

(c) Another problem apprehended here was the “reversion phenomenon,” i.e.,

tracking the backward solution. A systematic approach was presented to

avoid tracing the backward solution during the continuation process.

(d) A detailed performance comparison is provided with the traditional predictor-

corrector approach based on hyperplanes.

5. Finally, power flow feasible space was explored in multi-dimensional spaces. The

results presented in the numerical section cover a wide range of networks that

confirm the computational capability of the proposed algorithmic framework.

1.6 Thesis Structure

The key contributions of the thesis are organized as follows. Chapter 2 discuss the

power flow solution spaces and operational boundaries. This chapter limits the dis-
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cussion to only two bus system and describes an analytical understanding of the

power flow solution space, it also provides motivations for a comprehensive compu-

tational tool for constructing solution space boundaries. In chapter 3, a detailed

mathematical model is discussed. Here we also present system of equations and

variables to be solved within this problem. The novel contribution ”Transversality

Enforced Newton-Raphson” (TENR) algorithm toward finding a point on the solu-

tion boundary is presented in chapter 4. This chapter discusses the different version

of the TENR algorithm and also provides detailed numerical studies. We extend our

discussion from determining just a point on the solution boundary to construct the

solution boundaries in multi-dimensional parametric space in chapter 5; this chapter

provides an adaptive spherical continuation techniques that can calculate boundary

curves fast, with precision and scalability to a large network. Finally, we summarize

the outcomes of this research work in chapter 6.
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Chapter 2

Power Flow Solution Spaces

This chapter develops an understanding of the power system security regions and

boundaries for robust operation. The discussion here is confined to a small two-bus

system; a complete review of the solution space for this network is also presented.

2.1 Security Regions and Boundaries

The importance of calculating power flow solution space can be illustrated using the

well-developed notion of security regions. Figure.2-1 shows three distinct security

regions in the space of λ1 − λ2 (which are system parameters, like power injections,

voltage set-points, etc.). This figure can be viewed as a slice of the solution or feasible

space in λ1− λ2 plane. In Fig.2-1, the feasibility region describes the set of points or

regimes where not just real solutions to power flows exist but also all system values

line flows, bus voltages, generation’s capabilities are within their limits [14]. The

boundary of the feasibility region is highlighted by β stated as a feasibility or voltage

feasibility boundary. The infeasible region or solvable region in Fig.2-1 defines a

domain of points where power flow equations have a real solution, but any operating

points in this region violate one or more technological constraints of the systems

[14]. Therefore, it is possible to operate in this region, but the controllable actions

are required to bring the system back to the feasible region. The boundary of the

infeasible region is denoted by γ referred to as solvability boundary.
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Figure 2-1: Security regions of operation.

The unsolvable region is the domain where the power flow equations have no real

solution, also operating in the vicinity of the unsolvable area will result in system

instability or voltage blackout. Prior knowledge about security regions (as depicted

in Fig.2-1) plays a key role in determining the robustness of an operating regime for

the security assessment. Figure,2-1 also shows three different operating points i.e.,

A, B and C in the space of λ1 − λ2. System operator can perform following tasks,

• A relative measure of security can be performed. Operating point or regime A

lies within the feasible region. Thus, it is relatively more secure than B and

C. While regime B is more reliable than C, as it is the infeasible region and

system can still operate. While any attempt to operate with regime C will

result in system instability or voltage blackout.

• If in real-time, operation of the grid moves to infeasible point B or unsolv-

able point C then system operator can also determine the controllable actions

required to bring the operating points back to the feasible region using the

information about security regions.
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Thus, quantification of the solvability boundary γ and voltage feasibility boundary

β is crucial for secure and feasible operation. The next section presents a brief

discussion of the power solution space for a two-bus system.

2.2 Two Bus System

In a complete AC model power flow equations are nonlinear, and it’s not practical

to seek an analytical solution when the network is larger than two bus system. Even

in the two-bus case, the exact solution is rarely discussed, except in the particular

case where the resistance (R) is equal to zero or relatively small in comparison with

reactance (X) (i.e., line is lossless). A two bus system is shown in Fig.2-2, the bus

one is a slack bus with voltage as Vs∠0◦, whereas bus 2 can act as either a voltage

controlled bus or load bus with voltage defined as V ∠δ◦. Both bus 1 and bus 2 are

connected by a simple inductive line with reactance equal to X.

𝐺 𝒋 𝑋 

𝑉𝑠∠0° 

𝑉∠𝛿 

Bus 1 Bus 2 

𝑃 +  𝒋 𝑄 

Figure 2-2: Two-bus system

2.2.1 Analytical Solutions

The Kirchhoff’s Law one can represents the current following from Bus 1 to Bus 2 as

follow:

I12 =
V ejδ − Vs
jX

(2.1)
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Thus, power injection can be represented as,

S = P + jQ = V ejδ × (I12)
∗ (2.2a)

= (V cos δ + jV sin δ)×
((V cos δ − Vs) + jV sin δ

jX

)∗
(2.2b)

After some algebraic manipulation we can reduced to,

S = P + jQ =
V Vs sin δ

X
+ j
(V 2

X
− V Vs cos δ

X

)
(2.3)

Thus,

P =
V Vs sin δ

X
, Q =

(V 2

X
− V Vs cos δ

X

)
(2.4)

From expressions (2.4) we can develop an equation that will form the basis for un-

derstanding the solutions spaces in different parametric space. Rewriting the (2.4) to

eliminate δ,

cosδ =
V 2 −QX
V Vs

, sinδ =
PX

V Vs
(2.5)

Applying trigonometric expression: sin δ2 + cos δ2 = 1,

(PX
V Vs

)2
+
(V 2 −QX

V Vs

)2
= 1 (2.6)

In (2.6) the parameters, voltage magnitude at slack bus Vs and line reactance X is

usually defined. In other words, the (2.6) is a function of active power injection P ,

reactive power injection Q and voltage magnitude V at bus 2. Therefore, we can

look at solution space boundaries in two-dimensional parametric space by keeping

the third parameter as free to vary.

2.3 Solution Space in PQV

Now, we will try to establish an understanding of solution space and solution bound-

aries for this two bus system in PQV parameter space. First, we will try to have a

look in the space of PQ and then in the space of PV. Finally, we will connect these
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spaces to represents the full picture of the power flow solution space.

2.3.1 Solution Space in PQ

In this scenario, a PQ solution space and it’s outer boundary is considered while

keeping V as a free parameter to vary. One can rewrite the (2.6) more appropriately,

(PX)2 + (V 2 −QX)2 = (V Vs)
2 (2.7a)

P 2 +
V 4

X2
+Q2 − 2V 2Q

X
=
(V Vs
X

)2
(2.7b)

(2.7c)

Finally,

P 2 +
(V 2

X
−Q

)2
=
(V Vs
X

)2
(2.8)

Further, assuming X = V = 1.0 p.u.,

P 2 + (V 2 −Q)2 = V 2 (2.9)

The above equation is an equation of a circle in PQ, It means in PQ space solution

space is a circle of radius V centered at (0, V 2). To further our investigation, let us

write the (2.9) in the quadratic form,

Q2 − 2V 2Q+ P 2 + V 4 − V 2 = 0, (2.10)

The roots of Q for above equation can be expressed as,

Q1,2 = V 2 ±
√
V 2 − P 2 (2.11)

Here, Q1 describes the upper branch of the solution curve while Q2 as the lower

branch. Figure.2-3 shows the PQ circle with upper and lower branch for a particular

value of V = 0.2 p.u..
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Figure 2-3: Solution space in PQ with V = 0.2 p.u.

Whereas the points at which upper and lower branch meets are defined as,

Q1 = Q2 = V 2, P = ±V (2.12)

To, summarize solution space in PQ is a circle with (−V, V 2) and (V, V 2) are the

points where at which solution curve for Q1 and Q2 meet as depicted in Fig.2-3.

We can quantify the solvability boundary γ in the this space as follow, the Fig.2-4

shows contours of PQ solution space with different values of V (dashed curves) and

the solid curve in the Fig.2-4 describes the solvability boundary γ in PQ space. We

can quantify the boundary curve γ by first rewriting the power flows from (2.4) with

assumption that X = Vs = 1.0 p.u.,

P = V sin δ = V m and Q = V 2 − V cos δ = (V r)2 + (V m)2 − V r (2.13)

In the above equation V r = V cos δ and V m = V sin δ are the real and imaginary

part of the complex voltage phasor at the second bus. Let us consider if f = [P,Q]>

represents the vector of power flows and x = [V r, V m]> is the vector of state variables
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Figure 2-4: Power flow solution space in PQ contours of V .

then the gradient of f is can be described as,

∂xf =

 0 1

2V r − 1 2V m

 (2.14)

At the boundary γ the gradient of power flow equations is degenerate thus,

det[∂xf ] = 0→ V r =
1

2
(2.15)

Using the above conditions and power flows described by (2.13) we can conclude the

curve γ in PQ space as,

Q = P 2 − 1

4
(2.16)

From (2.16) it is clear that the solvability boundary γ is parabolic shifted by 1/4, as

shown in Fig.2-4 as well. At this boundary, the real solution to power flows exists,

and the real solution disappears outside this boundary. It’s an open boundary with

no maximum bound on the value of Q, while the minimum bound on Q is −0.25 p.u.
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Figure 2-5: Power flow operational boundaries in PQ space.

2.3.1.1 Feasibility space in PQ

Here, we also consider the feasibility boundary β in PQ space. We can introduce a

condition that Q ≥ Qmin. Here Qmin is a lower bound on value of Q. We can quantify

the feasibility boundary using the (2.16) and the condition Q ≤ Qmin as follow,

Q =


Qmin −(

√
1 + 4Qmin)/2 ≤ P ≤ (

√
1 + 4Qmin)/2

P 2 − (1/4) P ≥ (
√

1 + 4Qmin)/2

P 2 − (1/4) P ≤ −(
√

1 + 4Qmin)/2

 (2.17)

Figure.2-5 shows different operational boundaries and regions with feasibility con-

straint Q ≥ 0 p.u. All the points within the region confined by boundary β satisfy

(2.17). Therefore, this region is the feasible region and boundary β is the feasibility

boundary. Whereas the region enclosed by γ is the infeasible region as highlighted

in Fig.2-5. The curve γ is the solvability boundary it separates the infeasible region

with the unfeasible region.
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2.3.2 Solution Space in PV

Here we explore the solution space in PV space, and keeps Q as a free parameter to

vary. Let us rewrite the (2.6) here,

(PX
V Vs

)
+
(V 2 −QX

V Vs

)
= 1 (2.18)

We can reformulate above equation in the quadratic form with X = V = 1p.u.,

V 4 − V 2(2Q+ 1) + P 2 +Q2 = 0, (2.19)

Replacing V 2 by new variable y,

y2 − y(2Q+ 1) + P 2 +Q2 = 0 (2.20)

The roots for above equation are,

y1,2 =
(2Q+ 1)±

√
4Q+ 1− 4P 2

2
(2.21)

From the above equations, it is clear that V has four possible solutions. But, out

of four roots, only the two have physical meaning. These two physical solutions

correspond to a high voltage and a low voltage solution. If we consider, P = 0 then

we will get V = 1 or 0 as can be observed from Fig.2-6, the higher voltage operating

point V = 1is stable, and the lower voltage operating point V = 0 is unstable [13, 32].

The power system can only operate on the upper- half of the PV curve, where the

system dynamics act to restore the state to the operating point when it is perturbed.

On the other hand, any slight disturbances from the low voltage operating point on

the lower half of the PV curve result in the operating state moving away from the

operating point towards the origin. Another thing is worth noticing, which is that

both states (stable and unstable) will collide only at one point, which is known as a

critical point (i.e., knee point of this nose curve or saddle-node bifurcation point).
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Figure 2-6: Solution space in PV with Q = 0.0 p.u.

At at the critical or saddle-node bifurcation point:

V1,2 =

√
2Q+ 1

2
, with P = ±

√
1 + 4Q

2
, (2.22)

The limiting value of Q for which P = ±(
√

1 + 4Q)/2 is equal to −0.25 p.u. and

the corresponding V2 = 0.5 p.u.. From fig.2-4 we can observe the minimum bound

on value of Q is −0.25 p.u.. Figure.2-7 shows contours of solution space in PV for

different values of Q. In Fig.2-7 the dashed curves correspond to the solution space in

PV for distinct values of Q, whereas the solid in Fig.2-7 depicts the outer boundary

γ in the PV space. The boundary γ is determined by using the (2.13) and (2.15)

P = V m, Q = V 2 − V r (2.23a)

V r =
1

2
(2.23b)

From above expression,

P =
√
V 2 − (V r)2 =

√
V 2 − 1

4
(2.24)
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Figure 2-7: Power flow solution space in PV contours of Q.

Thus finally the expression for boundary γ in this case is,

V =

√
4P 2 + 1

2
(2.25)

It is also an open boundary with no maximum bound on the value of V , while the

minimum bound on V is 0.5 p.u..

It is also worth noticing that contours of Fig.2-4 corresponds to the horizontal

slices through Fig.2-7, while the contours of Fig.2-7 are the horizontal slices through

Fig.2-4. Thus, both Fig.2-4 and Fig.2-7 provide a complete understanding of the

solution space in PQV space.

2.3.2.1 Feasibility space in PV

Here we also consider a feasibility constraint and try to distinguish different opera-

tional regions and corresponding boundaries, by enforcing a feasibility constraint as

follow V ≥ Vmin. Here Vmin is a lower bound on the voltage value, usually such con-

straint is important from power quality context. We can now quantify the feasibility
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Figure 2-8: Power flow operational boundaries in PV space.

domain by using (2.25) and condition V ≥ Vmin.

V =


Vmin −

√
V 2
min − (1/4) ≤ P ≤

√
V 2
min − (1/4)

(
√

4P 2 + 1)/2 P ≥
√
V 2
min − (1/4)

(
√

4P 2 + 1)/2 P ≤ −
√
V 2
min − (1/4)

 (2.26)

Figure.2-7 shows different operational boundaries and regions with condition V ≥ 0.7

p.u. All the points in the region confined by boundary β satisfy (2.26). Therefore,

this region is the feasible region and boundary β is the feasibility boundary. Whereas

the region enclosed by γ is the infeasible region as highlighted in Fig.2-8. The curve

γ is the solvability boundary it separates the infeasible region with the unfeasible

region.

Although characterizing the solution space for this two-bus system using analytical

expressions was somewhat demanding, but it demonstrates the complexity of the

problem and the need for robust numerical tools to solve for large test networks.
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2.4 Summary

The summary of the chapter is as follow. A general description of power flow opera-

tional regions, and solution boundaries is provided in terms of power system security

assessment. This chapter also provides a complete analytical solution for a two bus

network to demonstrate the complexity of the problem and even highlights the im-

portance of numerical methodologies.
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Chapter 3

Mathematical Formulation

In this chapter, we develop a general mathematical description of the power flow

feasible space, the mathematical model of the power system, power flow equations,

and reformulation of the technological constraints are also described here.

3.1 Problem Statement

The general steady-state equilibrium model for power system is expressed in the

following standard way:

fi(x, λ) = 0, i = 1, ...n. (3.1)

Here, x ∈ Rn is the vector of system variables, while λ ∈ Rp is the parameter that

defines boundedness on free parameter, and fi : Rn+p × R → Rn is the system of

nonlinear algebraic equations representing both the power flow equations and the tech-

nological constraints. More details on system of equations and variables considered in

(3.1) are provided in Section.3.3. First, we will establish an abstract understanding

of the power flow solution space boundaries as follow; system in (3.1) defines the n

number of equations in (n+ p) variables, as there are p free parameters the solution

space is a p-manifold. Let us consider Fig.3-1 in which each contour curve is obtained

by releasing a free parameter λ1 i.e., injected power while observing state x such as

voltage set points.
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Figure 3-1: Power flow solution space and boundaries in λ1 − λ2 space.

Assuming, there is only one parameter free to vary i.e., p = 1, solution of (3.1)

defines a 1−manifold curve or similar to each contour curves in Fig.3-1. If we release

a second parameter λ2 as well then p = 2 and the solution of (3.1) is a 2−manifold

surface, as an example the dashed curves in Fig.3-1 defines the contours of such

surface.

The goal here is to construct the solvability γ or voltage feasibility boundary β

of (3.1) as highlighted in Fig.3-1. For which either at the γ or β boundary, the real

solution of the system considered in (3.1) disappears either due to violation of some

constraint or due to the solvability of the power flows. Thus, at such boundaries the

gradient of fi(x, λ) becomes degenerate [13, 56],

g(x) = det ∂xf(x, λ) = 0 (3.2)

Equation (3.2) is referred as transversality condition describing the degeneracy of the

Jacobian ∂xf(x, λ). It corresponds to a disappearance of the power flow solution due

to the singularity of Jacobian or violation of any technological constraints. There

are several ways to enforce condition g(x), we will comeback to this point later.
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Introducing (3.2), makes number of equations (n+ 1) in (n+ p) variables. Again the

generalization is the following, if p free variables the solution boundary is a (p − 1)-

manifold. If we consider p = 1 then we have (n+ 1) equations with (n+ 1) variables

and solution of (3.1) is just a point on the solution boundary, denoted as bifurcation

point in case of γ and limit induced point in case of β (as in Fig.3-1). However,

the context of this work explore the structure of solution boundary with p = 2, thus

resulting in 1−manifold curve. Points on the solution space boundary are therefore

described by,

fi(x, λ) = 0, i = 1 . . . n (3.3a)

g(x) = 0. (3.3b)

In general, one can construct solution boundary by interpolating between limit in-

duced or bifurcation points of contour curves of λ2 , but due to complex structure

of the solution space topology, nonlinear model of the power flows and operational

constraints this is rather difficult and also computationally expensive. In this work a

more systematic approach is presented.

The subsequent section describes, the general model of power system like type of

buses, and power system network model.

3.2 Power System Model

Describing a general structure of the power system model is essential for power flow

analysis. Although a real power system is rather complicated, for analysis, such

complex systems can be realized by a network structure. A graphical representation

of a three bus system is presented in Fig.3-2, which is modeled as a network of

buses (nodes) connected by the transmission lines (edges). In the equivalent circuit

representation, a bus is electrically equal to a single point on a circuit, and it marks

the location of one of two things: a generator that injects power, or a load that

consumes power [57]. Each bus in this three bus network is connected by the edges
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Figure 3-2: Graph representation of the three bus system.

referred to as transmission lines. These lines have some impedance, which is based

on the physical characteristics of the line conductors and from the equipment like

transformers, shunt capacitors, etc.

For each bus i in the network (except for the slack bus), four electrical quantities

are of importance; |Vi| Voltage magnitudes, δi voltage phase angle, Pi injected active

power, Qi injected reactive power. Based on these electrical quantities, power system

buses can be classified as follows,

3.2.1 Network buses

In a conventional power network setting, there are three main types of buses, slack

bus, load and generator bus.

• From a mathematical context, slack bus (or swing bus) serves the purpose of

keeping active and reactive power balance in the system. Thus, at this slack

bus, voltage phase angle and voltage magnitude are defined. The slack bus

also sets the phase angle reference against all the other types of buses in the
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network. The slack bus can be seen as a “distributed slack,” representing a

group of generators corresponding to slack power-sharing. This bus is usually

connected by a generator, as shown in Fig.3-2.

• The second type is the load bus or PQ bus, at which given power consumption

is determined by the consumer. The real and reactive powers drawn at the load

buses i are defined by the −P load
i and −Qload

i respectively, the negative sign

accommodates for the power flowing out of the bus. The objective of the power

flow analysis is to find the voltage magnitude |Vi| and angle δi at the load buses

in the network.

• Finally, the generator bus is also identified as voltage controlled or PV bus.

This type of bus is connected by a generator as in Fig.3-2. Values of active

generation P gen
i and voltage magnitude |Vi| are specified , while the reactive

generation Qgen
i and phase angle δi at this bus are treated as unknowns. Thus,

in power flow analysis the goal is to determine the phase angle δi at generator

buses.

Table.3.1 provides the summary of physical quantities related to the each type of bus

in the network.

Table 3.1: Summary of the physical parameters in the network .

Type Given parameters Variables x

Generator Bus or PV Bus P gen
i δ

Load Bus or PQ Bus P load
i , Qload

i |V |, δ

3.2.2 Admittance Matrix Ybus

The network description of the interconnected power system is described by the ad-

mittance matrix Y bus. It relates the nodal quantities current injections at each bus in

the network by the voltages at each node. The sense of the injected current is similar

to the injected power at a bus, positive if it is following in and negative for flowing
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Figure 3-3: Transmission line model

out of the bus. There are two ways to relate the current injections to the bus volt-

ages, one based on node-branch equations, and another is through nodal equations.

Here, nodal equation representation is utilized as it results in a small number of inde-

pendent equations comparing to the node-branch representation, Nodal description

is described as follow,

Transmission line model:

I = Y busV (3.4)

Transmission model is shown in Fig.3-3 that connects a node i with a node j. The

general mathematical description of this transmission model is stated through (3.4),

which describes the Ohm’s law in matrix form. In (3.4) I ∈ Cn denotes the vector of

complex current injections at bus i, whereas V ∈ Cn is the vector of complex voltage

phasors at each bus i. In (3.4), Y bus ∈ Cn×n describes a complex square matrix

referred as bus admittance matrix, that relates I with V . Generally, Y bus preserves

the sparsity structure of the network as it defines the network topology through lines-

buses connectivity [58]. We can calculate entries in the admittance matrix as follow,
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Let Iij denote the current flowing (see Fig.3-3) from bus i toward bus j (such that

j 6= i), or flowing toward the ground (in case of a shunt). One can apply Kirchhoff’s

current law here to calculate the current injection at bus i,

Ii =
∑
j

Iij (3.5)

If Yij denotes the value of admittance of the line between bus i and j, then without

the inclusion of shunt Ohm’s law states that:

Iij = yij(Vi − Vj) and Iji = −Iij (3.6)

In matrix form, it can be described as follows:Iij
Iji

 = Yij

 1 −1

−1 1

Vi
Vj

 (3.7)

Normally yij is a complex entry with both real and imaginary parts, the real part

shows quantify conductance, and imaginary part specifies susceptance. In case of no

connection (or line) between i and j, value of yij = 0.

Shunt model

The common network model also considers shunt element, now suppose that there

is a shunt ys also connected to bus i (as in Fig.3-3). Then, one can describe the

connection of shunt element to the bus i by the additional term,

Iis = Ys(Vi − 0) = YsVi (3.8)

Based on Fig.3-3, for a transmission line between the buses i and j half of the line

shunt admittance i.e., Ys/2, has to be added to both Yii and Yjj in the admittance
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Figure 3-4: Transformer model.

matrix. Thus, we can define the following matrix form:Iij
Iji

 =

(
Yij

 1 −1

−1 1

+ Ys

1
2

0

0 1
2

)Vi
Vj

 (3.9)

Transformer Model

The transformer model is represented in Figure (3-4), it shows a transformer between

bus i and j. While the transformer ratio is described by T : 1. The modulus of T

determines the change in voltage magnitude. One can write the relation for induced

voltage E by transformer as follow,

Vi = TE (3.10)

Thus, the current flowing in the direction of bus i from the bus j (i.e., Iji) to the

transformer device can be written as,

Iji = yij(Vj − E) = Yij
(
Vj −

Vi
T

) (3.11)

Whereas the relation between Iij and Iji can be derived by applying conservation of

power between transformer,

ViI
∗
ij = −EI∗ji ⇔ TI∗ij = −I∗ji ⇔ T ∗Iij = −Iji (3.12)
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Therefore, the current from bus i to the transformer device and thus in the direction

of j is:

Iij = −Iji/T = Yij
( Vi
|T |2
− Vj
T

) (3.13)

The total contribution to the admittance matrix, of a branch between bus i and bus

j, thus becomes: Iij
Iji

 =

(
Yij

 1
|T |2 −

1
T

− 1
T

1

+ Ys

1
2

0

0 1
2

)Vi
Vj

 (3.14)

Where T = 1 if the branch is not a transformer. A more general representation of

the the admittance matrix Y bus can now be constructed as follow.

Y bus = Gbus + jBbus =


Y11 Y12 Y13 . . . Y1n

Y21 Y22 Y23 . . . Y2n
...

...
...

. . .
...

Yn1 Yn2 Yn3 . . . Ynn

 (3.15)

In matrix Y bus the diagonal entries yii denote self admittance of node i, while the off-

diagonal entries yij describes the mutual admittance of node i and j node (negative

sum of all admittance between i and j). While the Gbus and Bbus represents (n× n)

real and imaginary part of the Y bus matrix as follow,

Gbus =


G11 G12 G13 . . . G1n

G21 G22 G23 . . . G2n

...
...

...
. . .

...

Gn1 Gn2 Gn3 . . . Gnn

 (3.16a)

Bbus =


B11 B12 B13 . . . B1n

B21 B22 B23 . . . B2n

...
...

...
. . .

...

Bn1 Bn2 Bn3 . . . Bnn

 (3.16b)

In the next section, we will define the system of equations and variables considered
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in fi(x, λ), the section will discuss modified power flows, and a methodology for the

reformulation of technological inequalities into set of polynomial equations suitable

to considered in (3.1).

3.3 System of Equations and Variables

First, we will consider the power flow model in Section.3.3.1 and then the reformulated

technological constraints are discussed in Section.3.3.2.

3.3.1 Power Flow Model

Power flow model can be described in both polar and rectangular coordinates. Here,

we consider the formulation in rectangular coordinates for the following reasons. i)

Ease of implementation/programming. ii) Furthermore, this formulation also simpli-

fies the system of equations by neglecting the higher-order terms in Taylor series [59].

And finally, it allows formulating the inequality constraints into a quadratic form [60]

suitable to consider in (3.1). Let us consider the real representation of the power flow

equations in terms of complex voltage phasor V̂i ∈ C at bus i in terms of its real and

imaginary part as V̂i = V r
i + jV m

i .

For a n bus system, with N = {1, 2, . . . , n} represents the set of all buses, L is

the set of load (PQ) buses, and G is the set of generator (PV) buses. For each bus

i ∈ N in the network except slack bus S the complex voltage phasor is expressed as

V̂i = V r
i + jV m

i . The complex power injected vector S ∈ Cn in a n bus system can

be stated as follow,

S = V (Y busV )∗ (3.17)

Here, V ∈ Cn is the vector of complex voltage phasor V = [V̂i]
>, and Y bus ∈ Cn×n is

the complex admittance matrix such that Y bus = [Yij] = [Gij + jBij], one can write
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the (3.17) for each bus i in the system as,

Sinj
i = P inj

i + jQinj
i = V̂i × I∗i (3.18a)

= V̂i ×
(∑

j∈i

YijV̂j

)∗
(3.18b)

In above expression, j ∈ i denotes connection of j node to node i, even when j = i.

While Yij represents the (ij)th entry of the admittance matrix Ybus. We can separate

the real and imaginary part of the (3.18) as follow,

P inj
i = P gen

i − P load
i = Re

(
V̂i ×

(∑
j∈i

YijV̂j

)∗)
(3.19a)

Qinj
i = Qgen

i −Qload
i = Im

(
V̂i ×

(∑
j∈i

YijV̂j

)∗)
(3.19b)

Here subscripts load, gen describe bus load and generation levels respectively. After

some algebraic manipulation and introducing parameter λ we can write the (3.19) in

the following from,

∑
j∈i

{
V r
i (GijV

r
j −BijV

m
j ) + V m

i (GijV
m
j +BijV

r
j )
}

−λP inj
i = 0

(3.20)

∑
j∈i

{
V m
i (GijV

r
j −BijV

m
j )− V r

i (GijV
m
j +BijV

r
j )
}

−λQinj
i = 0

(3.21)

Here λ denotes boundedness on the real and reactive power injected at bus i. We

consider the problem with λk ∈ Rp, value of p defines degree of freedom for free pa-

rameters. In comparison to the polar formulation, the rectangular formulation of the

power flow model requires additional equations related to constant voltage magnitude

at PV buses. Therefore, the rectangular formulation results in extra equations and

variables relative to the polar with the difference equal to the number of the PV buses

present in the system.
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Thus, for each generator i ∈ G the fixed voltage levels are characterised by an

additional equation,

(V r
i )2 + (V m

i )2 − |V̂i|2ref = 0 (3.22)

Here, |V̂i|ref denotes the specified constant voltage magnitudes at PV buses.

3.3.2 Technological Constraints

The goal is to extend the problem formulation for the boundary of the feasibility

space, by extending the power flow model considered in (3.20), (3.21) and (3.22)

with a set of additional equations. The steady-state security assessment also requires

evaluating the robustness of an operating point, subject to constraints on voltage

magnitudes, reactive power generations, and current levels. If the system in (3.1)

consist of only of (3.20), (3.21) and (3.22), then the problem formulation described

by (3.3) is limited to the boundary of the solvability space. As stated above, a real

system operation also considers one or more technological constraints, which can be

included in (3.1) such that system in (3.3) describes the formulation to the voltage

feasibility boundary. In practice, these constraints are expressed in the inequality

form. The following discussion shows how inequality constraints can be reformulated

in the polynomial equation form suitable to consider in (3.1).

3.3.2.1 Voltage magnitude limits

Voltage magnitude limits are one of the important technological constraints in the

power system operation, it’s given by a very strict standards. Too high or too low

voltages could cause problems with respect to end user power apparatus damage or

can cause instability in the power system [61]. For each load bus i ∈ L in the network,

voltage magnitudes are remained within specified bounds as,

|V̂i|min ≤ |Vi|cal ≤ |V̂i|max (3.23)
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In (3.23), |Vi|cal defines the calculated voltage magnitude level, while |V̂i|max and |V̂i|min

presents the maximum and minimum bound on the operational voltage magnitudes

levels at PQ buses. In order to represents (3.23) in the quadratic form consistent

with our (3.1), we formulate (3.23) by set of equality equations by introducing new

variables as,

(V r
i )2 + (V m

i )2 − |V̂i|2max + (si)
2 = 0 (3.24a)

(V r
i )2 + (V m

i )2 − |V̂i|2min − (si)
2 = 0 (3.24b)

Such formulations were first suggested by the author in [56]. If the voltage levels on

the load bus i lie within acceptable limits, the system (3.24) has real solutions for the

slack variables si, si ∈ R. And vice-versa, such a solution does not exist in situations

where the voltage levels exceed the acceptable limits [56]. This methodology allows

us to turn the solvability problem of finding solutions satisfying some feasibility in-

equalities into a solvable problem of the traditional power flow equations extended

with additional equations and variables.

Introducing (3.24), we are constructing a boundary of the feasible region in which

boundness on power flows described by (3.20) and (3.21) make sure voltage levels on

load buses are also valid, such a boundary can assist transmission system operator to

bring unsolvable or infeasible operating points back to the feasible space.

3.3.2.2 Active generation constraints

Active generation plays a crucial role in balancing the demand in the network. Type

of different generators may behave differently, but in general, e generator bus i ∈ G

in the network limits its operation with the following constraint,

(P gen
i )min ≤ P gen

i ≤ (P gen
i )max (3.25)

In (3.25) P gen
i is the calculated amount of active generation, and (P gen

i )max and

(P gen
i )min denote the maximum and minimum bound on the active generation at each
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PV bus. Normally the lower limit is zero, but the renewable generators can also act

as a load. We can also express the inequality (3.25) by the set of quadratic equations

consistent with (3.1).

Pgen,i − (Pgen,i)max + (ri)
2 = 0 (3.26a)

Pgen,i − (Pgen,i)min − (ri)
2 = 0 (3.26b)

Expression (3.26) states that real solution of slack variables ri and ri ∈ R exists only

if (3.25) holds. Next we introduce limit on reactive generation at each generator bus.

3.3.2.3 Reactive generation constraints

It’s one of the important constraint, as the system becomes more vulnerable to in-

stabilities when the reactive power limits are encountered [62]. Each generator have

some limits on the reactive power they can produce,

(Qgen
i )min ≤ Qgen

i ≤ (Qgen
i )max (3.27)

Qgen
i is the calculated amount of reactive generation, and (Qgen

i )min and (Qgen
i )max

are the maximum and minimum bound respectively. Using the same slack variable

approach, the above inequality (3.27) can be expressed in form of equality equations

with new slack variables ci and ci,

Qgen,i − (Qgen,i)max + (ci)
2 = 0 (3.28a)

Qgen,i − (Qgen,i)min − (ci)
2 = 0 (3.28b)

In (3.26) Qinj
i = Im(Sinj

i ) from (3.18). Unlike the previous constraints the generator

bus can switch it’s type from PV to PQ bus once (3.27) is violated, to facilitate this

switching behavior an additional slack variable ti is introduced for the equation (3.22)

that describes the constant voltage magnitude of PV buses,

(V r
i )2 + (V m

i )2 − |V̂ref |2 − ti = 0 (3.29)
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such that:

ti.ci.ci = 0 (3.30)

We can summarize the reactive generation constraints formulated by (3.28), (3.29)

and (3.30) as follow,

• If only ti = 0 in (3.30) such that both ci and ci 6= 0, then it means reactive

generation constraints (3.28) holds and the generator bus i remains PV.

• Generator bus i status will remain PV even when ti = 0 and also either ci or

ci will be equal to zero in (3.30). This means corresponding generator i has

reached either at the (Qgen
i )max or (Qgen

i )min but didn’t violate these limits.

• Generator i switch from PV to PQ: In (3.30) ti 6= 0 and ci = 0 which means

generator violates the limit on minimum reactive generation bound. Other

possibility if ti 6= 0 but ci = 0 which represents violation of maximum bound

on reactive generation. Also, for more realistic consideration and flexibility of

switching the right hand side of (3.30) is replaced by ε rather than equal to

zero, value of ε was suggested is 10−4 from [56].

For more realistic consideration and flexibility of switching the right hand side of

(3.30) is replaced by ε rather than equal to zero, value of ε was suggested is 10−4,

ti.ci.ci = ε (3.31)

3.3.2.4 Line thermal limits

Finally, another import constraint considered here is the thermal limits on the line.

Thermal limits restrict the operation of the network in a safe region such that trans-

mission lines will not be overloaded and thus avoids tripping of the lines in the net-

work. This constraint is specified as by keeping the complex power flowing from node

i to j not to exceed some maximum bound,

Sij ≤ (Sij)max (3.32)
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For each line (i, j) ∈ T , the complex power transmitted is denoted by Sij = Pij+jQij.

While (Sij)max is the maximum bound on the transmitted power. One can formulate

this inequality individually for both active and reactive powers flowing through the

line as,

Pij − (Pij)max + (mi)
2 = 0 (3.33a)

Qij − (Qij)max + (ni)
2 = 0 (3.33b)

In above expression, mi and ni describe the slack variables corresponding to limit on

Pij and Qij respectively.

Most of the calculations include only the constraints discussed above, but the gen-

eralization presented here can be used to include any other technological constraints.

It is also worth noticing that the methodology presented here to include constraints

preserve the sparsity characteristic of the power flow problems. We may summarize

the system of equations and variables considered in (3.1).Details about the system of

equations and variables considered in (3.1) are provided in Table.3.2.

Table 3.2: Summary of equations and variables in fi(x, λ) = 0.

Type Equations fi(x, λ) Variables x

Generator Bus (3.20), (3.26), (3.28), (3.29), (3.30) V r
i , V m

i , ri, ri , ci, ci, ti

Load Bus (3.20), (3.21),(3.24) V r
i , V m

i , si, si
Transmission line (3.33) mi, ni
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3.4 Summary

This chapter first provides a general formulation for characterizing the solution of

power flow model on the boundary of solvability and also on the boundary of the

feasibility region. The network topology of a conventional electric grid is also dis-

cussed. In the last, a methodology is presented that allows converting technological

inequality constraints into a set of non-algebraic equations; this formulation allows us

to incorporate operational limits in a natural way such that it preserves the general

structure of the power flow model.

47



48



Chapter 4

Characterizing a Point on the

Feasible Space

In this chapter, we will describe a novel algorithm for calculating the points on the

solvability and voltage feasibility boundary. A proof of convergence is depicted on a

two-bus network. The chapter also covers the details of different choices of transver-

sality conditions.

4.1 Problem Formulation: Boundary Points

From previous chapter, the steady-state equilibrium model of power system is ex-

pressed as follow,

fi(x, λ) = 0, i = 1 . . . n (4.1)

fi : Rn × R→ Rn, x ∈ Rn, and λ ∈ Rp

To characterize the solution on the feasible space (just a point) such that λ = λ∗,

we will use p = 1 such that only one parameter is free to vary. Here λ∗ denotes

the value of free parameter λ related to the to point on the boundary. System in

(4.1) is underdetermined as there are n + 1 variables with only n equation thus

solution of (4.1) describes a 1-manifold curve. One way to solve (4.1) for λ∗ is to

parametrize the solution manifold with λ and use continuation based techniques from
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Figure 4-1: Power flow solution space and boundaries in P1 − P2 space.

[33]. Continuation approaches are well explored and robust, but are less attractive

in terms of computational tractability and speed of convergence. Another way is to

directly compute solution of (4.1) corresponding to λ = λ∗ without explicit tracking of

the solution manifold. At λ = λ∗ the real solution of system of equations considered in

(4.1) will disappear, earlier this condition was introduced as transversality condition

g(x). Thus, we introduce one more condition such that at the solution boundary the

real solution to the system (4.1) exists only for all λ ≤ λ∗, and the solution to (4.1)

disappears for λ > λ∗. Extended system representing the solution of (4.1) on the

solution space boundary is,

fi(x, λ) = 0, i = 1 . . . n (4.2a)

g(x) = 0. (4.2b)

An important point to consider here is the following. Given the non-linear nature

of the power flow model, there might exist more than one solution for the system in

(4.2) with respect to λ ≤ λ∗ for a given space. Each of these solutions corresponds

to the different solution branches of the solution space. As an example, consider a
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solution boundary in the space of some active power injections P1−P2 for a network.

An illustration of different solution branches in P1 − P2 space is provided in Fig.4-1.

Given a starting point (P 0
2 , P

0
1 ), the solution can end up either on the γ1,γ2 or γ3

boundary, these boundaries represents the different branches of the solution space

in the P1 − P2. Thus, tracing the boundary curve depends upon the initial/starting

point. This chapter focuses only on how to compute an initial point on the boundary

curve, while in chapter 6, we will discuss the boundary curves and solution space in

general.

4.2 Transversality Condition g(x)

Coming back to condition g(x) i.e., (3.2) from last chapter, as stated earlier at the

boundary of solvability or feasibility region, λ approaches λ∗ and the real solution

to system in (4.1) disappears. Thus, at the boundary the gradient of fi(x, λ) also

referred to as Jacobian matrix

Jij = [∂xf(x, λ)]ij =
∂fi
∂xj

(4.3)

becomes degenerated. Thus, finding the solution of system (4.1) is rather difficult as

value of λ approaches λ∗. In this case the size of the Newton-Raphson step defined

by J−1(x)f(x) becomes very large in magnitude and compromises the stability of

the algorithm. Classic implementations of the Newton algorithm fail to converge or

require too many steps to obtain the solution [56]. In this work we will extend the

original system of equations (4.1) with an extra equation enforcing the degeneracy

of the Jacobin J at the γ or β boundary and will treat the free parameter λ as

an unknown variable. In this case the solutions of the extended system belong to

the boundary in the space of solutions of the original system [56]. This is exactly

the boundary of the feasibility set of power flow equations including technological

constraints discussed in last chapter.

Following mathematical terminology, we refer to the Jacobian singularity condi-
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tion as the “transversality” condition. Mathematically the transversality condition

can be expressed in many different ways. For example, in [13] it was enforced by

adding a system of n + 1 equations Jy = 0 and y>y = 1 for a new vector variable

y ∈ Rn, representing the existence of zero eigenvalue of the Jacobian. In this work, we

consider several possible choices of transversality condition g(x), that do not require

any additional variables, and at the same time are numerically robust.

4.3 Transversality Enforced Newton-Raphson

Here we can represent the extended system in more compact notation. Thus, the

problem of computing solvability boundary γ or voltage feasibility boundary β of

solution space can be defined as,

fi(x, λ) = 0, i = 1, 2, . . . , n (4.4a)

g(x) = 0 (4.4b)

fi(x, λ) ∈ Rn+1, and x ∈ Rn, λ ∈ R1

we have (n+ 1) equations with (n+ 1) variables and solution of (4.1) is just a point

on the solution boundary, representing either a limit induced or bifurcation point.

From now, Numerically the system in (4.4) can be solved using traditional Newton-

Raphson iterations in the space of x and λ. We can describe the steps of Newton

iterations as follow,

f + ∂xf ∆x+ ∂λf ∆λ = 0 (4.5a)

g + (∂xg)> ∆x = 0 (4.5b)

52



From (4.5), we can assemble the extended Jacobian J for this enforced Newton-

Raphson in the following manner:

J =

∂xf ∂λf

∂xg ∂λg

 =

∂fi/∂xj ∂fi/∂λ

∂g/∂xj 0

 (4.6)

The next correction x′, λ′ in Newton iteration is then computed as follow,

x′ = x+ α∆x (4.7a)

λ′ = λ+ α∆λ (4.7b)

Steps size α plays a key role in the convergence of Newton algorithms. Normally α is

chosen small enough for global convergence, but an optimal selection of α is described

in [59, 63]. In our experiments, we observed some test cases required adjustment of

step size α for convergence. Also, as the Newton-type algorithms are locally conver-

gent, it means with different step size α, it is also possible to trace multiple roots of

the given system of equations. After updating corrections x′, λ′ through (4.7) the

tolerance limit is checked,

∥∥ [fi(x, λ), g(x)]>
∥∥ ≤ ε (4.8)

At each iteration, tolerance is checked through (4.8). While the ε value in above

equation denotes the desired precision level. Here, the results were achieved with a 6

to 8 digit precision.

To summarize, we describe a Newton algorithm to find a solution of the system

in (4.1) when the solution disappears, and the J matrix becomes degenerate. Normal

Newton-Raphson will fail to converge due to the singularity of the J . But, we refor-

mulate the system in (4.1) with (4.4) such that solution can be computed with the

condition J is degenerate/singular. Therefore, the proposed Newton here is stated as

“Transversality Enforced Newton-Raphson” (TENR) algorithm. In the next section,

definite proof of convergence is provided.
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4.4 Extended Jacobian J

From (4.5), we can assemble the extended Jacobian J for this TENR algorithm as

follow,

J =

∂xf ∂λf

∂xg ∂λg

 =

∂fi/∂xj ∂fi/∂λ

∂g/∂xj 0

 (4.9)

𝑃",$% +𝑗𝑄",$%

Δ𝑃$	+𝑗Δ𝑄$

𝑛

𝑃

𝑄

Figure 4-2: Graphical illustration of the solution boundary and power direction vector.
In a typical situation, the power direction vector is not tangential to the boundary
(equivalently non-orthogonal to surface normal vector n), so the extended Jacobian
J is not singular.

The main advantage of the TENR algorithm is that even the Jacobian J of the

original system is degenerate at the solution boundary, the extended Jacobian J

remains regular. To prove this, we rewire the (4.5) in the space of ∆x and ∆λ as,

f + J∆x+ (∂λf)∆λ = 0 (4.10a)

g + (∂xg)>∆x = 0 (4.10b)

Let us assume that the J is singular and there is ∆x,∆λ such that J [∆xT ,∆λT ]T =
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0, or from (4.10) it is equivalent to,

J∆x+ (∂λf)∆λ = 0 (4.11a)

(∂xg)>∆x = 0 (4.11b)

The (4.11b) means the motion along the solution boundary of the original system

in the x space (i.e., voltage space) it is clear from the (4.10b). Whereas J∆x is the

direction in the PQ-space that is tangential to the boundary of solvability. Conse-

quently, from (4.11a) it follows that (∂λf)∆λ would correspond to a degenerate choice

of the power transfer direction vector which is tangential to the solution boundary,

this is also evident from (4.10a). In other words, as long as the power direction

vector in power space is not tangential to voltage feasibility or solvability boundary,

the extended system of equations is well behaved near the boundary. The general

non-degenerate case is illustrated in Fig. 4-2. Consider the following power direction

vector, same notation as in [64],

PT,i = P 0
T,i + λ∆Pi, (4.12a)

QT,i = Q0
T,i + λ∆Qi (4.12b)

Here P 0
T,i + jQ0

T,i denotes the initial point (i.e. λ = 0), while ∆Pi,∆Qi is the power

direction vector. For example, in the equations (3.20,3.21) we consider the special

case P 0
T,i = ∆Pi = P gen

i −P load
i , Q0

T,i = ∆Qi = Qgen
i −Qload

i . As illustrated in Fig.4-2,

the power direction vector ∆Pi + j∆Qi is generally not tangential to the boundary.

Henceforth the Jacobian J remains regular. The next section illustrates this general

point by going in steps through the general proof presented above in a simple case of

2-bus system.
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Figure 4-3: Two-bus system

4.5 Non-degeneracy of J : an illustration

Here we can demonstrate our conjecture that extended Jacobian J in TENR remains

non-degenerate unless the power direction vector is tangential to the solution bound-

ary in power injection space (i.e., PQ space). Figure.4-3 shows a two-bus system with

reactance X = 1 p.u. (per unit), bus 1 is a slack bus with Vs∠0◦ = 1∠0◦. Bus 2 is the

load bus with V ∠δ = V r + jV m, while P and Q denote the real and reactive power

injection at bus 2. Writing the power flow equations in the following form,

P = V sin δ = V m (4.13a)

Q = V 2 − V cos δ = (V r)2 + (V m)2 − V r. (4.13b)

Based on (4.13), one can write the power flow Jacobian J as follow,

J ≡ ∂f

∂x
=

 ∂P
∂V r

∂P
∂Vm

∂Q
∂V r

∂Q
∂Vm

 =

 0 1

2V r − 1 2V m

 . (4.14)

From transversality condition g(x) = det J = 0, we can conclude V r = 1/2. And

thus solvability boundary in V r V m given by g(x) = 0 is just a straight line V r = 1/2

as depicted in Fig.4-4. Now we can have a look at the solvability boundary described
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Figure 4-4: Solvability boundary (solid line) V r = 1/2 in the V r V m plane.

in PQ plane. using the transversality condition i.e., V R = 1/2 and (4.13) we can

write can conclude solvability boundary as,

Q = P 2 − 1

4
(4.15)

The parabolic solvability boundary define by (4.15) is shown in Fig.4-5. Now let us

find the boundness on power injection P and Q defined by λ in the direction specified

by an angle θ.

P = λ cos θ , Q = λ sin θ . (4.16)

For convenience the starting point is chosen as P 0 = Q0 = 0 (i.e., origin in PQ space),

P = λ cos θ = V m (4.17a)

Q = λ sin θ = (V r)2 + (V m)2 − V r (4.17b)

g(x) = 1− 2V r (4.17c)
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Figure 4-5: Solvability boundary (solid line) Q = P 2 − 1/4 in the PQ plane and the
direction vector (dashed line) P = λ cos θ, Q = λ sin θ. For any θ dashed line never
crosses the solvability boundary (solid line) tangentially. Accordingly J is never
degenerate on the solvability bounary g(x) = det J = 0.

The extended Jacobian J is readily found,

J =


0 1 − cos θ

2V r − 1 2V m − sin θ

−2 0 0

 . (4.18)

It is clear that at the solvability boundary, where V r = 1/2 and the Jacobian g =

det(J) = 0, the determinant of full Jacobian is in general not equal to zero.

det (J ) = 2(sin θ − 2V m cos θ) . (4.19)

The full Jacobian becomes degenerate only at one special point V m = (tan θ)/2.

Together with other equations (4.17) this represents a system of equations which has

no solutions. This means in our example J is never degenerate at the solvability

boundary g = det(J) = 0. Geometrically this is easy to understand, any straight line
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in the PQ plane, which passes through the origin

P = λ cos θ, Q = λ sin θ, (4.20)

crosses the solvability boundary Q = P 2 − 1/4 at some angle, but never tangentially

(see Fig. 4-5). Finally, we can make an explicit connection with our discussion in

previous section. Let us assume J is degenerate, V m = (tan θ)/2, and hence there is

a vector [∆V r,∆V m,∆λ]T ∝ [0, cos θ, 1]T such that

J


0

cos θ

1

 ∝ J


∆V r

∆V m

∆λ

 = 0 . (4.21)

In particular this means [0, cos θ](∂xg) = 0, where (∂xg) = [−2, 0]T . In other words,

vector [∆V r,∆V m] = [0, cos θ] is along the solvability boundary in the V r V m plane.

Accordingly, vector  ∆P

∆Q

 ≡ J

 0

cos θ

 = (4.22)

cos θ

 1

2V m

 = cos θ

 1

2P

 (4.23)

is tangential to the solvability boundary Q = p2 − 1/4. At the same time this vector

has to be proportional to the loadability direction (4.20),

 1

2p

 ∝
 cos θ

sin θ

 . (4.24)

In our example this does not happen, i.e. the system of equations (4.17), supple-

mented by the equation g = 0 and (4.24) has no solutions.
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4.6 Types of Transversality Conditions

There are various ways to enforced transversality condition g(x) that guarantee that

the Jacobian matrix J is singular at point x if and only if g(x) = 0. From algorithmic

purposes, it is essential that both the function g(x) and its derivatives ∂g/∂xi can be

efficiently computed with high accuracy. Moreover, it is desirable for function g(x)

to possess well-behaved gradients that would increase the region of convergence of

iterative Newton-based algorithms. Some of the contribution toward transversality

choices was first explored in [65, 66, 67] by the author, here will briefly discuss some

of the proposed options from [65, 66] and some new ones proposed here as well. In

this work we consider following possible choices of transversality constraints.

4.6.1 Eigenvector transversality condition

Normally, g(x) Jacobian singularity condition is enforced through the “vector transver-

sality condition”, where the power flow equations are complemented with an addi-

tional vector equation for the Jacobian kernel, as explained in [13] and [65, 67]. This

condition is defined by the introduction of an additional vector variable y that is

required to be a normalized eigenvector with zero eigenvalue [13]. In this case, the

function geig that defines this transversality condition becomes multi-dimensional,

defined in the following way:

geig(x, y) =

 (∂xf)y

y>y − 1

 . (4.25)

Here y ∈ Rn and the equation geig(x, y) = 0 ensures that (∂xf) has non-trivial kernel

i.e. it is degenerate. The details about the extended Jacobian of this transversality

condition are provided in [13]. The key advantage of this approach is that it preserves

sparsity. However, the convergence is achieved at the price of increasing the number of

variables by approximately a factor of two. Moreover, the algorithm is also reliant on

additional heuristic producing a good initial guess for the eigenvector. An algorithm
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based on geig might work well in combination with CPF algorithm, as the convergence

depends mainly on the good initial guess of y, as shown in [13].

Another type of algorithm that can be classified as eigenvector transversality al-

gorithm is based on the nonlinear formulation of the loadability problem [45]. The

approach also introduces a vector y, which is Lagrangian-dual to the power flow

equations with the full Lagrangian taking the form

L(λ, x, y) = λ+ y>f(x, λ) . (4.26)

At the optimal point, the KKT conditions ∂xL = (∂xf)>y = 0, ∂λL = 1+y>(∂λf) = 0

and ∂yL = f = 0 are satisfied. Thus solving the KKT system is equivalent to imposing

additional transversality constraints (∂xf)>y = 0 and 1 + y>(∂xf) = 0 on top of the

usual power flow equations f = 0. Moreover, at the optimum y coincides with the left

eigenvector (corresponding to zero eigenvalue) of the power flow Jacobian ∂xf . Hence,

in the language of this work, the non-linear programming formulation is equivalent

to introduction of the following transversality condition

gnlp(x, y) =

 (∂xf)>y

1 + y>(∂λf)

 . (4.27)

The formulation based on gnlp has a natural advantage of being linked to the well-

developed theory of nonlinear programming, hence the opportunity to utilize the

modern nonlinear programming solvers. However, from the theoretical perspective

it falls into the same category as the geig based approach described above with the

same intrinsic deficiency of nearly doubling the number of involved variables. The

expressions for calculating gradient of geig are provided in [13].

4.6.2 Determinant Transversality gdet(x)

Our first and most obvious choice, denoted as gdet(x) is simply the determinant of

the matrix J , i.e. gdet(x) = det(J). Given the Jacobian of the original system of

equations, it’s determinant can be efficiently acquired using one of the usual matrix
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decomposition. For example, given the eigenvalue decomposition J = OΛO−1 with

diagonal eigenvalue matrix , the value of det(J(x)) is given by:

gdet(x) =
∏
k

λk (4.28)

In practice, a more efficient implementation of the determinant calculation procedure

can be based on the LU or QR decompositions of the matrix J . The determinant

of the Jacobian is the most natural measure of singularity, and algorithms based

on this choice of transversality condition are relatively easy to implement and show

respectable performance as demonstrated in this chapter. At the same time, as the

value of the determinant is a product of all eigenvalues, the gradients of g(x) may

not necessarily point to the direction of the closest singular boundary. Instead, they

may reflect the direction of highest average sensitivity of system eigenvalues. It

is therefore, useful to derive other transversality conditions with potentially better

behavior. Here we consider how gradient of the determinant i.e., g′det can be efficiently

computed using the well-known Jacobi’s formula:

∂g(x)

∂x
= lim

x→0

det(J + δJ)− det(J)

δx
= (4.29a)

lim
x→0

det(J(1 + J−1δJ))− det(J)

δx
(4.29b)

= lim
x→0

det(J)Tr
(
J−1

∂J

∂x

)
(4.29c)

And finally, we can conclude,

∂g(x)

∂x
= Tr

(
adj(J)

∂J

∂x

)
(4.30)

Expression (4.30) also contains the adjugate matrix of the Jacobian ∂xf . Implemen-

tation of adjugate matrix construction algorithm is given in next section. We explain

two approaches for calculation of the adjugate matrix.
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4.6.2.1 Classical Approach for adj(J):

Normally, the adjugate of Jacobian adj(J) of a square matrix is defined as the trans-

pose of its cofactor matrix,

adj(J) = C> (4.31)

Here, J = [Jij] is an n × n Jacobian matrix. For each entry Jij the corresponding

entry in cofactor matrix is,

Cij = (−1)i+j|Mij| (4.32)

In (4.32), Mij is a (n − 1) × (n − 1), which is defined by removing ith and jth row

of matrix J . Calculating adjugate through 4.31 suffers from higher computational

burden, therefore in the next section a more scalable approach is presented.

4.6.2.2 Modified LU Decomposition for adj(J)

The dilemma with adj(J) is that we need to compute the adjugate matrix for Ja-

cobian, i.e., adj(J) which is defined via an inverse of Jacobian. At the feasibility

boundary, as the Jacobian becomes singular, calculating the inverse of Jacobian near

that point is computationally challenging. Here, the LU decomposition approach is

used as an efficient approach for inverting the J matrix by factoring into lower and

upper triangular matrices. This decomposition allows us to formulate a simple linear

algebraic strategy that avoids computing inverse of the Jacobian matrix. PJ = LU

gives the LU decomposition of J . We can adjust the LU decomposition of J by in-

troducing an additional intermediate diagonal matrix D such that PJ = L̂DÛ with

following entries:

D = [LiiUii] and L̂ii = Ûii = 1 (4.33a)

L̂ = [Lji/Lii] and Û = [Uij/Uii], i 6= j (4.33b)

One can easily show that the determinants of matrices J and D will be the same:

det(J) = det(D) =
∏

iDii. The adjugate of matrix J can be naturally expressed

through adjugate of D which itself is diagonal with simply defined matrix elements:
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adj(D)kk =
∏

i 6=kDii , or more formally:

adj(J) = det(J)J−1 (4.34a)

J−1 = Û−1D−1L̂−1P, det(J) = det(D) (4.34b)

Thus:

adj(J) = Û−1adj(D)L̂−1P (4.35)

We can summerize the algorithm for calculating sensitivity of det J as follow,

Algorithm 1 Sensitivity of gdet

function RS(J ′, L, U, P )
L̂← [Lji/Lii]

Û ← [Uij/Uii]
D ← [LiiUii]
adj J ← Û−1adj(D)L̂−1P
g′det ← ((adj J)J ′)
return g′det

end function

The determinant of a matrix is the most natural measure of singularity. Hence

obvious choice of transversality is through (3.2). This condition is easy to implement,

but at the same time computationally expensive and sensitive to numerical perturba-

tion, according to [56, 65] this condition is also not scalable for large systems. Thus,

work proposed here explore possible choices.

4.6.3 LU based Transversality

The condition gLU(x) = 0 based on the LU decomposition is defined using the very

same L̂DÛ decomposition from (4.33). Whenever J is singular, the LU decomposition

has a zero pivot on the diagonal of U or D in this case [68]. Using the pivoting strategy

from [68] it is possible to ensure that the zero pivot will appear in the lower right

element of D, i.e. Dnn = Unn = 0. Thus, Dnn can be used as insolvability criteria as

gLU(x) = Dnn. To simplify the notations we consider the sensitivity with respect to

some arbitrary parameter µ such that J ′ = dJ/dµ. For PJ = L̂DÛ the element D′nn
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is defined as follows:

P ′J + PJ ′ = L̂′DÛ + L̂D′Û + L̂DÛ ′ (4.36)

We can rewrite above expression using following properties: P ′ is a null matrix and

L̂−1L̂ = Û Û−1 = 1 :

L̂−1PJ ′Û−1 = L̂−1L̂′D +D′ +DÛ ′Û−1 (4.37)

It can be understood from matrix algebra that expression L̂−1L̂′D and DÛ ′Û−1 are

lower and upper triangular matrices respectively with zeros on the diagonal. Thus,

D′nn is equal to:

g′LU = D′nn = (L̂−1PJ ′Û−1)nn (4.38)

Hence, the full algorithm for finding Dnn can be summarized as:

Algorithm 2 Sensitivity of Dnn

function RS(J ′, L, U, P )
L̂← [Lji/Lii]

Û ← [Uij/Uii]
D ← [LiiUii]
D′nn ← (L̂−1PJ ′Û−1)nn
return D′nn

end function

4.6.4 QR based Transversality

Third transversality condition gQR(x) = 0 is based on the J = QR decomposition of

the Jacobian. Here the matrix Q is an orthogonal matrix composed of n orthonormal

vectors Q = [q1 · · · qn]. R is an upper-triangular matrix. The QR decomposition

is simply a matrix representation of the Gram-Schmidt orthogonalization procedure,

that transforms the basis composed of the columns of the matrix J defined by ak in an

orthonormal basis defined by the columns of Q denoted as qk. The orthogonalization

is performed by choosing q1 = a1/|a1| and consequent projection of the vectors ak on
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the subspace normal to the span of q1 . . . qk−1. Whenever the Jacobian matrix [∂xf ]

is close to being singular, the lower right element Rnn of the matrix R is close to zero.

Since the value Rnn becomes zero at the solvability boundary it is natural to use

it as insolvability criterion, i.e. gQR = Rnn. The QR decomposition is an extremely

thoroughly studied algorithm, selected to be one of the 20 most important algorithms

of 20th century [69]. The value of Rnn can be efficiently computed for sparse matrices

J appearing in power system context [70]. In comparison to other decompositions,

QR is especially appropriate for dealing with nearly singular matrices where the more

popular LU decomposition may be overly sensitive to numerical errors [71].

Considering the same notation as from previous section i.e. J ′ = dJ/dµ we can

define sensitivity of R′nn as follows. Assuming that J = QR we have

J ′ = Q′R +QR′ (4.39)

Here the matrix R is not singular, this relation can be rewritten in the following form:

Q>J ′R−1 = Q>Q′ +R′R−1 (4.40)

Note, that the first term Q>Q′ in the right hand side of (4.40) is antisymmetric as

can be easily seen by differentiation of the relation Q>Q = 1. Since both R′ and R−1

are upper triangular one has (R′R−1)nn = R′nnR
−1
nn and R−1nnRnn = 1. Hence we have

R′nn = (Q>J ′RI)nn , RI = R−1Rnn . (4.41)

The nn element of Q>J ′RI is a product of the bottom row of Q>J ′ and the last

column of RI . Although RI is defined through R, crucially, the last column of RI

is independent of Rnn. This follows from the geometric meaning of RI
kn = rk as a

vector orthogonal to all rows of R except the bottom one, with the total length of

r normalized such that rn = 1. This definition does not involve Rnn, and r remains

regular even if Rnn → 0. One can either calculate r iteratively, or define an auxiliary
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non-singular matrix

R̃ij =

 1 if i = j = n

Rij otherwise
(4.42)

Then r is the last column of R̃−1 and g′QR = (Q>J ′R̃−1)nn.

Algorithm 3 Sensitivity of Rnn

function RS(J ′, Q,R)
R′nn ← (Q>J ′R̃−1)nn
return R′nn

end function

4.6.5 SVD based Transversality

Finally, the most natural, though computationally expensive choice of the transver-

saility condition is the condition based on the singular value decomposition (SVD):

gsvd(x) = 0 . For Jacobian J , we can define the SVD decomposition as follows:

J = UΣV > =
n∑
i=1

σiuiv
>
i (4.43)

Here U and V are n × n orthogonal matrices. The matrix Σ is a n × n diagonal

consisting of singular values (i.e σi ≥ 0, i = 1, 2, · · · , n) of J on the main diagonal

[72].

Also, for any real symmetric matrix A, the individual singular values are the

positive square roots of the eigenvalues of A>A or AA>. Additionally, the smallest

singular value of J is the l2 − norm distance of J to the set of all rank-deficient

matrices [73]. Thus, when J becomes singular near the solvability boundary the

minimum singular value becomes equal to zero i.e. σnn = 0. Hence, we can use σnn

based on SVD as an alternative transversality condition. We can derive an expression

for the sensitivity of minimum singular value (i.e. σ′nn) as given below

J ′ = dJ/dµ = U ′ΣV > + UΣ′V > + UΣV ′>, (4.44)
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and rewrite the above expression in the following form:

U>J ′V = U>U ′Σ + Σ
′
+ ΣV ′>V (4.45)

The terms U>U ′Σ and ΣV ′>V are antisymmetric because U>U ′ and V ′>V are anti-

symmetric and Σ is just a diagonal matrix. Thus, Σ′nn is equal to:

g′svd = Σ′nn = (U>J ′V )nn (4.46)

The nn element of U>J ′V is a product of the bottom row of U>J ′ and the last column

of V .

Algorithm 4 Sensitivity of σnn

function RS(J ′, U,Σ, V )
σ′nn ← (U>J ′V )nn
return σ′nn

end function

Although the derivations for the gradient of gLU, gQR and gsvd are somewhat more

involved in comparison of gradient of gdet, the complexity of implementations are

comparable. In general, we propose three new transversality conditions gLU, gQR and

gSVD, and improve on the gdet condition. Transversality enforced Newton-Raphson

was implemented with each of these conditions and performance of the algorithm

was evaluated in terms of time of convergence, scalability, numerical stability. These

results were also compared with the classical vector based transversely choice i.e.,

geig.
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4.7 Implementation

Apart from the calculations of the transversality condition and its sensitivity, all the

steps of the proposed TENR algorithm are similar to traditional Newton-Raphson

algorithm. This makes this algorithm simple in terms of implementation compared

to CPF or some other methods. The academic prototype of the algorithm was imple-

mented based on MATPOWER [74] package and standard MATLAB based imple-

mentation of numerical algebra. Standard IEEE data format was used from power

system archives in [75]. Standard MATLAB library was used to compute LU, QR

and SVD decompositions. The academic version of the TENR algorithm is available

at a public domain [76] for reproducing all the results presented in this paper. For all

the test cases, the algorithm was initialized with a base case solution corresponding

to λ = 0 that was obtained from normal power flow equations.

There are several ways to assess the convergence of the algorithm to the boundary

of feasibility and solvability sets. To allow for natural comparison between different

algorithms and different models we use the universal stability index based on the

singular value decomposition of the Jacobian matrix: J = UΣV > with orthogonal

matrices U and V and diagonal matrix Σ. The smallest element σmin of the matrix

Σ becomes zero at the solvability boundary and is a natural and numerically stable

measure of the distance to solvability boundary. To facilitate comparison between

different models with highly different magnitudes of σmin we use the relative value of

σmin yielding the following stability index:

Stability Index =
σmin(τ)

σmin(0)
(4.47)

Here τ denotes the number of a Newton-Raphson iteration. This stability index is

equal to 1 when the algorithm is initialized and gradually decreases to zero as the

system approaches the boundary of the solvability or feasibility set.

69



4.8 Summary

A standard formulation for calculating just a point on the solution boundary (i.e.,

either solvability or feasibility boundary) is provided. Then, a generalization is given

to characterize the solution on the boundary of solvability or solvability through

transversality condition. This chapter also introduces a novel algorithm referred to

as “Transversality Enforced Newton-Raphson,” with an explicit proof of convergence.

Finally, different transversality choices are also proposed with better numerical sta-

bilities, along with fast algorithms to compute their gradients as well.
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Chapter 5

Numerical Studies I:

Characterizing a Point on the

Feasible Space

The framework of this chapter covers a detailed computational performance of the

Transversality Enforced Newton-Raphson algorithm. A broad range of problems is

considered, such as maximum loadability, transfer capability to assess the computa-

tional execution of the proposed TENR algorithm with a different choice of transver-

sality conditions.

5.1 Three Bus System

In this first example, we consider a three bus system to validate the results reported in

[13]. Let’s consider a three bus test network as depicted in Fig.5-1 with the following

settings. Bus 1 as slack bus with voltage phasor V̂1 = 1.0∠0◦. Bus 2 as PV bus with

voltage set point V̂2 = 1.0∠δ2, while active and reactive power injections are P inj
2

and Qinj
2 respectively. Whereas the real and reactive power injections at bus 3 are

represented by P inj
3 and Qinj

3 , with complex voltage phasor denoted as V̂3 = V3∠δ3.

Also, all the line in the network are lossless with inductance set to X12 = X13 =

X23 = 1.0 (p.u.). We have conceived two distinct scenarios based on the status of bus
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Bus 1 

Bus 2 Bus 3 

G2 

  Slack Bus 

𝑉 1 = 1.0 ∠0° 

𝑉 2 = 1.0 ∠𝛿2 

  G3 

G1 

𝑉 3 = 𝑉3∠𝛿3 

𝑃3
load + 𝒋𝑄3

load 

𝑃3
gen

+ 𝒋𝑄3
gen

 𝑃2
gen

+ 𝒋𝑄2
gen

 

𝒋 1.0 

𝒋 1.0 𝒋 1.0 

𝑃2
load + 𝒋𝑄2

load 

Figure 5-1: Three bus network.

3, first as PV and later as PQ bus.

5.1.1 First Scenario

In this scenario, bus 3 treated as PV bus with voltage set point V̂3 = 1.05∠δ3. Based

on the network settings discussed previously, the solution boundary is confined by

P inj
2 − P inj

3 space. Figure.5-2 shows the solvability boundary in P inj
2 P inj

3 plane. We

first discretize the grid as,

P inj
3 = λ cos θ (5.1a)

P inj
2 = λ sin θ (5.1b)

and then for each discretize direction TENR algorithm was initiated to compute the

point on the actual boundary. An approximate boundary is displayed in Fig.5-2; it

is created by interpolating between boundary points.
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Figure 5-2: Approximate to solvability boundary in P inj
2 P inj

3 (scenario 1).

3-bus test case 

𝑃3
inj

(p. u. ) 

𝑃 2
in

j (
p
.u
.)

 

Boundary Points 
Real boundary 

Approximate 
boundary 

Figure 5-3: Approximate to solvability boundary in P inj
2 P inj

3 (scenario 2).
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5.1.2 Second Scenario

In the second scenario, bus 3 is treated as PQ bus with voltage set point V̂3 = V3∠δ3.

Therefore, solution space is confined by P Inj
2 − P Inj

3 − QInj
3 . A similar procedure is

adopted to compute boundary points in P inj
2 P inj

3 space while restricting the Qinj
3 = 0.

The Fig.5-3 shows approximate boundary, area confined by this boundary is smaller

than the one from Fig.5-2, as the bus 3 is a PQ bus and thus the voltage magnitude

at this bus is not fixed anymore.

To sum up, the TENR algorithm can find a point on the solution boundary, but

the approach presented here in terms of discretization of the solution plane is not

a systematic approach because of the following reasons. i) Inability to determine

inner folds or different solution branches. ii) Computationally expensive may require

a lot of discrete directions to capture the boundary curve fully. iii) It may not work

well if the boundary is non-convex. iv) Finally, this approach is not tractable for

large networks. Therefore, a more systematic procedure is essential to calculate the

solution boundary curve with precision, speed, and better implementation.

The context of the numerical results presented here will focus on using the TENR

algorithm to compute just a point on the feasible space. In subsequent sections,

several sub-problems are devised for the IEEE test networks to demonstrate the

computational performance of the TENR algorithm.

5.2 Maximum Loadability

First set of results are given for maximum loadability in the power system, it is defined

as the ability of the network to operate with the maximum amount of power injections

without compromising the stability and operational constraints [77, 78]. Experiments

for maximum loadability considered the following settings, increasing active load and

generation, and also reactive load at each bus in the network proportional to the base

case. In a realistic operation, the maximum loadability problem requires enforcing a
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positive loadability condition such that

fi(x, λ) = 0, i = 1, 2, . . . , n (5.2a)

g(x) = 0 (5.2b)

the solution of system of equation in (5.2) is obtained for loadability parameter λ > 0.

5.2.1 Enforcing positive loadability

There is a theoretical possibility that TENR algorithm might converge to undesirable

solution, as system in (3.3) may have solutions at both positive and negative values

of λ. In practical situations, typically only the λ > 0 is meaningful and desirable

outcome of the analysis. These kind of issues have been reported in [38], although we

never encountered such situations in our numerical experiments. Below, we propose

two approaches for dealing with this problem.

• The first strategy is based on the modification of the transversality equation

g(x) to the form

eρ(λ)g(x) = 0 (5.3)

with some weight function ρ(λ). Obviously, this modification does not introduce

any new solutions, and any solution of the new system is a solution of the original

as well. In this case the equations for the Newton step modify into

f + J∆x+ (∂λf)∆λ = 0, (5.4a)

g + (∂xg)>∆x+ (∂λρ)∆λ = 0, (5.4b)

and the solution for single step ∆λ becomes

∆λ =
g − (∂xg)>J−1f

(∂xg)>J−1(∂λf)− ∂λρ
(5.5)

We see that the only difference with the original case is presence of −∂λρ in

the denominator. By choosing an appropriate function ρ(λ) such that −∂λρ is
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sufficiently large we can make ∆λ positive at first few iterations. A possible

convenient heuristic would be to choose ρ = −κλ with sufficiently large κ > 0

or increase it whenever the algorithms steps in the region of negative λ.

• An alternative strategy is based on the slack variables approach. In order to

avoid the algorithm finding the negative loadability solutions, one can enforce

an additional condition that ensures that only positive values of λ constitute a

valid solution of the problem, i.e.

λ− t2 = 0 . (5.6)

Here t is a slack variable, which will have a real solution only if λ > 0.

5.2.2 IEEE 14 and 30-bus systems

Different loading scenarios were tested on an IEEE 30-bus network [75]. These sce-

narios were used to analyze performance, robustness and numerical instabilities en-

countered by the algorithm for different choices of transversality conditions i.e gdet,

gLU, gQR, gsvd and geig. One of the scenarios following the analysis in [64] is described

below.

In this case both active and reactive load were increased on each bus in the

network proportional to the base case. To compensate for the growth of the load,

the active generation was also increased on each bus proportional to the base case

[33]. The stability limit was reached with λ∗ = 4.478, confirming the results in [33].

It was also observed that for all loading scenarios, the TENR algorithm maintained

stability for all the choices of transversality conditions: gLU, gQR, gsvd and geig. But

gdet transversality choice resulted in more iterations. Results were also compared with

the Continuation Power Flow (CPF) algorithm for validation.

Fig. 5-4 shows the trajectory of the stability index (4.47) for all five transversal-

ity conditions with respect to the number of Newton iterations. It can be observed

that the number of iterations required for convergence based on LU, QR, SVD and

eigenvector transversality conditions is smaller in comparison to one based on deter-
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minant, which takes a slow start at the beginning and then takes large jumps near

the solvability boundary. The large number of iterations in the determinant transver-

sality choice is mainly due to the ill-conditioned nature of the Jacobian (i.e. J ) and

thus requires an explicit matrix inversion techniques for computing a good inverse.

In conclusion the LU, QR, SVD and eigenvector transversality conditions perform

Figure 5-4: Convergence plot for IEEE 30-bus.

better than the determinant in terms of number of Newton iterations. During the

simulations, it was also noticed that for gdet choice, an adjustment of Newton step size

(i.e. α) was required for convergence, which was based on extensions of the ideas dis-

cussed in [59, 63]. Whereas, algorithm based on gLU, gQR, gsvd and geig transversality

conditions didn’t require any explicit adjustment for α.

Fig. 5-5 shows the convergence for an IEEE 14-bus system [75], which was an-

alyzed with all transversality conditions and subjected to voltage magnitude con-

straints (3.24) as well. The bound to voltage magnitude limit was kept in ±5% to the

nominal voltage magnitude. Fig. 5-5 shows that the algorithm still converges with

fewer iterations, whereas LU, QR, SVD and eigenvector transversality choices are still

better than the determinant. In the subsequent section, different large networks were
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Figure 5-5: Convergence plot for IEEE 14-bus with voltage limit constraint.

also solved in order to observe the scalability and overall performance.

5.2.3 Large test networks

This section presents the results from different large test networks. These results were

used to assess the scalability and the numerical stability of the TENR algorithm.

5.2.3.0.1 IEEE 118 and 300-bus system

Analysis of the 118 and 300-bus networks [75] is a natural way to assess the scalabil-

ity of the algorithm. These systems were subjected to the same loading conditions

as in the 30-bus case. Both active and reactive load and active generations were

increased on each bus in the network proportional to the base case. The 118-bus test

case was also subjected to the voltage magnitude limit bound of ±5% of the base

level. Larger systems are more prone to numerical instabilities as a large number of

equations are required to be solved, due to the size of the network. This causes the

extended Jacobian matrix (i.e., J ) to become poorly conditioned for gdet choice of

transversality. Likely this effect is related to numerical sensitivity of computing ∂xg
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based on Jacobi’s formula (4.30).

Fig. 5-6 shows the trajectory of the stability index for 118-bus based on LU, QR,

SVD and eigenvector transversality conditions, here Fig. 5-7 shows the trajectory of

the stability index for 300-bus based on LU, QR and SVD transversality conditions.

It was observed that, as the size of the network increases the convergence for gdet

gets very bad such argument was also presented in [65], so the results for gdet are

not included for 118 and 300-bus systems. This could be related to non-monotonic

behavior of the determinant in the vicinity of loadability limits. Also for the further

increase in the size of the network from 118 to 300-bus system, the performance

for geig also suffers and requires a very good initial guess for the eigenvector for the

convergence.

Figure 5-6: Convergence plot for IEEE 118-bus

5.2.3.0.2 Polish 2383-bus system

A large Polish 2383-bus test network was also analyzed for the assessment of the

scalability and performance. The details about this Polish 2383-bus network can be

found in [74]. The loading conditions were kept the same as for 30-bus test case.
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Figure 5-7: Convergence plot for IEEE 300-bus

Fig. 5-8 shows the trajectory of the stability index only for QR, SVD and eigenvector

transversality conditions, as the other choices resulted in large number of iterations.

From simulations, it was noticed that the LU transversality condition becomes grad-

ually worse in terms of number of iterations as the size of the network increase, this

behavior might be a result of computing sensitivity of g′LU using (4.38). The behavior

of geig was similar to LU condition, it was mainly because this transversality choice

becomes more prone to good initial guess for the eigenvector, as the size of the system

increases.

A brief summary of the results for different IEEE test cases is presented in Table

5.1 and Table 5.2 and all the experiments were performed with three digit precision.

Table 5.1 shows the values of λ∗ obtained for different IEEE networks without volt-

age feasibility constraints, in order to provide a comparison of accuracy of TENR

algorithm with a CPF algorithm. Here τLU, τQR, τsvd and τeig denote the number of

iterations for TENR algorithm based on LU, QR, SVD and eigenvector transversality

conditions respectively.

Results for gdet is not reported here as explained in section 4.6.2. All the test
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Figure 5-8: Convergence plot for Polish 2383-bus network.

cases in Table 5.2 were also subjected to voltage feasibility constraints of ±5% to the

nominal voltage magnitude (i.e. 1 p.u.) for which the base regime (i.e λ = 0) also

satisfies the ±5% voltage constraints. It can be observed from Table 5.1 and Table

5.2 that the size of the network greatly affects the rate of convergence for gLU and geig,

but for gQR and gsvd the overall number of iterations and performance doesn’t depend

too much on the size of the network. Also, large test cases required an adjustment

for Newton step size α for the convergence.

Table 5.1: Summary for different IEEE test networks (without voltage feasibility
constraints)

IEEE Cases λ∗ τLU τQR τsvd τeig

14 Bus 3.060 12 9 9 15

30 Bus 4.478 12 8 11 15

118 Bus 2.187 20 16 14 22

300 Bus 0.430 29 23 15 25

2383 Bus 0.894 37 16 11 24

3120 Bus 1.331 34 21 12 25
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Table 5.2: Summary for different IEEE test networks (with voltage feasibility con-
straints)

IEEE Test Cases λ∗ τLU τQR τsvd τeig

9 Bus 0.9275 14 11 13 16

14 Bus 2.3372 12 10 8 15

30 Bus 2.2909 16 7 10 17

39 Bus 1.03595 19 11 12 21

300 Bus 0.1355 22 11 10 27

5.2.4 Reactive Power Limits on Generators

In practical situations, the generators have some limits on the reactive power they

can produce, and usually those limits are achieved before the system reaches the

loadability limit. In this section, we describe the extension of the TENR algorithm

that allows for natural incorporation of the generator reactive power constraints.

We have implemented the extension of our algorithm (see chapter 3) and tested

it on the standard IEEE cases. Here we also discuss the implementation on a IEEE

14 bus test case [74], the loading conditions were kept the same as in section 5.2.

The stability limit was reached with λ∗ = 0.778 (with reactive power limit enforced)

and all the generators buses violated the maximum reactive generation limit defined

in (3.27). Table 5.3 shows the details for this 14-bus case, here |V i| denotes voltage

magnitude for generator buses with λ = 0 and |V i| describes voltage magnitude for

generator buses with λ = λ∗, while ti, ci are the slack variables from reactive power

limits constraints.

Table 5.4 shows results for different IEEE test cases (for 118-bus test case slightly

modified Q limits were used) when generator reactive power limits are considered

(without bound on voltage magnitude on PQ buses), it was also observed that the

overall number of iterations remains roughly the same as in the case when limits are

ignored. The obtained values of λ∗TENR (from TENR algorithm) match with λ∗CPF

obtained using CPF algorithm from the PSAT-CPF Toolbox [79].
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Table 5.3: Summary of results for IEEE 14-bus cases (reactive power limit enforced)

Generator |V i| |V i| ci ti

2 1.0450 0.937 0.000 -0.144

3 1.0100 0.893 0.000 -0.222

6 1.0700 0.891 0.000 -0.351

8 1.0900 0.911 0.000 -0.359

Table 5.4: Comparison of λ∗ obtained from TENR and Continuation Power Flow
(reactive power limit enforced)

IEEE Test Cases λ∗TENR λ∗CPF

14 Bus 0.778 0.777

30 Bus 0.551 0.545

57 Bus 0.616 0.613

118 Bus 1.091 1.077

300 Bus 0.059 0.058

2383 Bus 0.052 0.082

5.3 Total Transfer Capability

Assessment of transfer capability margin plays a vital role in the economic part of

the power system market [80, 81]. Generally, transfer capability term defines the

amount of power that can be transferred through an electrical power system from one

place to another, while transfer or capability margin describes the maximum amount

of transferable power without compromising the security or feasibility constraints

[82]. The problem formulation is conceptually similar to (5.2), except here the power

injections are increased only at the source and sink buses in the network. Then, the

Total Transfer Capability (TTC) is calculated through,

TTC =
∑
i∈sink

P load
i (λ∗)−

∑
i∈sink

P load
i (0) (5.7)

In (5.7),
∑

i∈sink P
load
i (λ∗) represents sum of load at sink area when λ = λ∗, while∑

i∈sink P
load
i (0) denotes the sum of load at sink area when λ = 0.
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5.3.1 IEEE 14-bus system

A small test case is considered in details for better understanding and to illustrate

the potential of TENR algorithm for calculating the transfer capability margin.The

IEEE 14 bus test case consists of four generator (PV) buses, nine load (PQ) buses and

bus one as slack/swing bus. Several scenarios were analyzed with different transfer

directions and for each of these scenario problem defined by (5.2) was solved for

finding λ∗. In this example, for a given transfer direction the problem described

by (5.2) was solved i) first without any feasibility constraints and λ in this case is

denoted by λ∗1, ii) gradually adding only voltage magnitude constraint and λ for this

is λ∗2, iii) then both voltage magnitude and active power generation constraints were

considered in (5.2) to solve for λ∗3 and iv) finally system in (5.2) was solved with all

the feasibility constraints considered in this thesis (except line thermal limits) and λ

in this case is described by λ∗4. Constraints were added gradually, and different λ’s

were calculated to understand how the algorithm performs and to examine how the

inclusion of feasibility impact the calculated transfer capability margin in general.

• Case 1: Here, transfer direction was considered for the generation at bus 2, 3

and 6 and power consumption at bus number 4, 9 and 10. This case was solved

for different λ’s. The scenario with no constraints resulted in largest margin

i.e., λ∗1 = 5.211. Whereas the margin of the network to the boundary of the

feasibility set was reduced gradually with the addition of constraints one by

one. The addition of only voltage limits resulted in λ∗2 = 4.110, with addition of

both voltage and active power generation constraints λ∗3 was 3.502 and finally

the scenario with all the feasibility constraints resulted in the lowest bound

with λ∗4 = 0.843. It was observed that addition of feasibility constraints gives

a more precise margin for the transfer capability problem. The convergence of

the TENR algorithm is depicted in Fig.5-9 for each of the scenarios considered

here. It can be seen from Fig.5-9 the algorithm remains stable with the addition

of feasibility constraints.

• Case 2: To validate the observation from Case 1, a slightly different transfer di-
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Figure 5-9: Convergence plot ieee 14 bus (Case 1)

rection was considered with generation at bus 2 and 6 while power consumption

was considered at bus 4, 9, 13 and 14. The observation in this settings were

the same as in Case 1, the highest margin was with no constraints, λ∗1 = 5.320,

then with only voltage constraints λmax
2 = 3.401, with both voltage and active

power generation constraints λ∗3 was same as λ∗2 i.e., 3.401 which means the

constraint on voltage limit violates before active power generation constraints.

While the case with all the feasibility constraint required relaxing the limit on

reactive generation at generators and λ∗4 resulted in 0.792. The convergence

plot for Case 2 is shown in Fig. 5-10 the convergence is similar to what was

observed in Case 1.

It was noticed that for each scenario or case with different combinations for λ’s

the TENR algorithm remains stable and converged within fewer iterations and thus

adding constraints did not compromise the numerical stability or convergence. Results

obtained for λ∗’s of each case can be used to asses available transfer capability (ATC)

or total transfer capability (TTC). The summary of the results is given in Table.5.5.

The naive implementation of the CPF algorithm from [81] was also used to solve Case

1 and Case 2 with similar scenarios, though the results were similar but the algorithm
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Figure 5-10: Convergence plot ieee 14 bus (Case 2)

Table 5.5: Summary of results for ieee 14-bus

Scenario Source Sink λ∗1 λ∗2 λ∗3 λ∗4
Buses Buses

Case 1 2, 3, 6 4, 9, 10 5.211 4.110 3.502 0.843

Case 2 2, 6 4, 9, 13, 14 5.320 3.401 3.403 0.792

suffered from a poor computational time to find a solution and required a complex

implementation to detect the violation of the feasibility constraints. Whereas some

other proposed approaches from literature did not give a precise bound on capability

margins as lacked in the inclusion of some important constraints.

5.4 Computational Overhead

Incorporation of transversality conditions and evaluation of their sensitivities on every

iteration step introduces additional computational overhead on top of the standard

Newton-Raphson iterations. Specifically, the TENR algorithm attempts to solve an

extended system of equations (3.3) with an extra variable λ∗. It does so by assem-

bling an extended Jacobian matrix J with an additional row (i.e ∂xg) and column

86



(i.e. ∂λf). Thus, the main computational overhead for this algorithm comes from the

computation of ∂xg.

The overhead is different for different choices of transversality conditions. For gdet,

we need to compute ∂xg based on Jacobi’s formula (4.30). The expensive step for this

is to compute adj(J) at each iteration. The computational cost for computing adj(J)

becomes higher as the size of the network increases. Also, this choice leads to a large

number of iterations due to instability encountered in computing ∂xg. At the same

time, LU, QR, SVD and eigenvector transversality choices were observed to be more

stable and converged in a small number of iterations for small networks. However,

computing ∂xg is more expensive for the SVD, LU and eigenvector transversality

choices, while the computational overhead for QR transversality choice is small. In

case of SVD the most expensive step is to compute singular value decomposition of

Jacobian at each Newton iteration. In our implementation the computational cost

was dramatically reduced by computing SVD only for the lowest singular value using

the built in MATLAB function. In case of LU the expensive step is to compute LU

decomposition and also finding inverse of L̂ and Û matrices for the modified L̂DÛ at

each iteration. The higher computation overhead in case of eigenvector transversality

condition is due the increase of dimension of the system variables by approximately

twice.

The time required to execute this algorithm was compared with Continuation

Power Flow (CPF). Several runs were performed on different IEEE cases and an av-

erage time is reported here in Table 5.6. Here tLU, tQR, tsvd, teig and tCPF corresponds

to time for algorithms based on gLU,gQR, gsvd, geig and CPF respectively. It can also

be observed from Table 5.6 that for all the test cases the average time for gQR and

gsvd was small comparing to other choices. It is worth comparing the computational

time for small and large test cases. For small test cases, LU and QR transversal-

ity choices did perform much better comparing to others as the computational cost

of computing ∂xg was small. While in the case of large test networks the QR and

SVD transversality choices performed better, while LU suffers from large number of

iterations and the computational cost for computing ∂xg becomes higher. We ex-
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pect that the SVD algorithm will likely be the most scalable for large systems, as

modern implementations of partial SVD algorithm can efficiently find the few lowest

singular values without the need for constructing the full decomposition. However, it

is possible implementations of LU and QR algorithm, which are parallelizable, may

become more effective utilizing modern manycore and GPU-based hardware archi-

tectures.Table 5.7 shows a summary of results of single iteration of TENR algorithm

with different transversality choices presented in this paper. It can be observed that

the SVD and QR perform better than all other choices.

From the theoretical complexity perspective, it should be noted that the LU and

QR decompositions can naturally take advantage of the matrix sparsity and the low

tree-width of the underlying network, and have the overall complexity that depends

on the network structure, and is generally much better than the theoretical worst-case

performance.

Table 5.6: Computational time for different IEEE cases (full run)

IEEE tLU tQR tsvd teig tCPF

Cases seconds seconds seconds seconds seconds

14 Bus 0.004 0.004 0.022 0.023 1.165

30 Bus 0.005 0.005 0.039 0.034 4.009

118 Bus 0.042 0.042 0.058 0.101 8.389

300 Bus 0.212 0.142 0.124 0.255 3.450

2383 Bus 3.029 1.101 0.536 8.219 12.741

3120 Bus 5.091 1.651 0.798 10.713 14.364

Table 5.7: Computational time for different IEEE cases (single iteration)

IEEE tLU tQR tsvd teig
Cases milliseconds milliseconds milliseconds milliseconds

14 Bus 0.3 0.4 2.4 1.5

30 Bus 0.4 0.6 3.5 2.3

118 Bus 2.1 2.6 4.1 4.6

300 Bus 7.3 6.2 8.2 10.2

2383 Bus 81.9 63.1 48.7 342.4

3120 Bus 149.4 78.6 66.5 428.5
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5.5 Summary

This chapter provides an in-depth computational performance for the TENR algo-

rithm for different choices of transversality conditions. Our numerical experiments

have indicated that the algorithm compares favorably to alternatives and is charac-

terized by a small computational overhead even in an academic implementation. It

was observed that the algorithm could find a solution on the boundary of feasible with

higher speed, better convergence, and scalability to large networks in comparison to

traditional approaches.
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Chapter 6

Calculating the Feasible Space

In this chapter, we will extend our discussion to determine the power flow feasible

space. An overview of continuation methods is also provided here for tracing solution

curves. In the end, an adaptive spherical continuation procedure is proposed to

calculate the solution boundaries in multi-dimensional space.

6.1 Problem Formulation: Solution Boundaries

One can characterize the point of the power flow solution space boundary by following

expression,

fi(x, λ) = 0, i = 1 . . . n (6.1a)

g(x) = 0. (6.1b)

Here, fi(x, λ) ∈ Rn represents a system of algebraic equations like power flows, tech-

nological constraints, together with one extra equation g(x) that enforces the solution

of fi(x, λ) on the solution space boundary. Whereas x ∈ Rn defines a vector of system

variables like real and imaginary voltage set points, slack variables, while λ ∈ Rp de-

scribes the degree of free parameters. Following the same generalization, as we have

(n + 1) equations in (n + p) variables, the solution boundary is a (p − 1) manifold.

If p = 1, then we have the same number of equations as variables, and thus the
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solution of (6.1) is just a point on the solution manifold. The goal here is to explore

the structure of solution boundary (both solvability and voltage feasibility boundary)

with p = 2; this results in an undetermined system with (n+ 1) equations in (n+ 2)

variables. Thus, the set of equations in (6.1) corresponds to a 1-manifold boundary

curve. In the next section, we will have a look at the choice of transversality condition

g(x) based on the previous analysis.

6.1.1 Transversality condition g(x)

The condition that describes existence of the real solution for the set of equations in

fi(x, λ) on the solution boundary, is referred to as “transversality condition” [56, 13].

The most natural way to enforce transversality is based on determinant as in (3.2),

although this is rather simple to implement but at the same time sensitive to numerical

perturbations and not scalable for the large test cases [65]. Normally, g(x) is enforced

by complementing the system in fi(x, λ) by a vector equation of the Jacobian kernel,

which defines the right eigenvector corresponding to zero eigenvalue of the ∂xf(x, λ)

as,

geig(x, y) =

∂xf(x, λ)y

y>y − 1

 = 0 (6.2)

In (6.2), y defines a non-zero right eigenvector corresponding to null space of Jacobian

∂xf(x, λ). Same condition can also be formulated in the form of the left eigenvector

and vice versa. Enforcing g(x) based on (6.2) may have the advantage to preserves

the sparsity structure, but the convergence of this condition is sensitive to good initial

guess of y. Also enforcing geig(x, y) is not a computationally tractable choice as this

results in increasing the system variables by twice.

Several possible choices of g(x) are explore in chapter 4 and a detailed performance

evaluation is provided in chapter 5. Thus, here we use one of the option for g(x) based

on singular value decomposition (SVD), due to the smaller computational burden,

numerical stability, and scalability. Let us consider an (n × n) Jacobin matrix J =
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∂xf(x, λ), one can describe SVD of matrix J as,

J = UΣV > =
n∑
i=1

σiuiv
>
i (6.3)

In above expression, U and V are the orthogonal matrices same dimension as J .

While Σ defines a diagonal matrix consisting of singular values such that σi ≥ 0, i =

1, 2, · · · , n [72]. As the Jacobin becomes degenerate at the boundary of power flow

solution space, the minimum singular value also becomes equal to zero i.e., σnn = 0.

Thus, one can enforce following necessary condition for characterizing the solution of

fi(x, λ) on the boundary by,

gsvd(x) = u>n Jvn = 0 (6.4)

Here, un and vn correspond to the nth left and right singular vectors. Although, for

zero eigenvalue and singular value, the corresponding eigenvectors and singular vec-

tors are equal. But, enforcing the transversality condition (i.e., g(x) = 0) through

(6.4) has following benefits over (6.2), i) small computational burden as the dimension

of system variables is increased only by 1, ii) does not require any guess for initializa-

tion in comparison to geig, iii) and the singular values are less sensitive to numerical

perturbations. iv) And better scalability as this condition requires computing SVD

only for the lowest singular value, which can be computed with an exceptionally fast

speed for sparse structured matrices just like Jacobian matrix J .

Thus, we can describe the system of equations representing the points on the

solution manifold as follow,

fi(x, λ) = 0, i = 1, 2, . . . , n (6.5a)

gsvd(x) = 0 (6.5b)

In next section we discuss numerical methods for solving underdetermined system

decribed in (6.7).
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6.2 Homotopy Continuation Method

We can describe the problem for calculating the power flow solution boundary (either

solvability or voltage feasibility boundary) in a compact form as,

h(z) = 0, (6.6)

While,

h(z) =


fi(x, λ)

gsvd(x)

 ∈ Rn+1, z =


x

λ

 ∈ Rn+2 (6.7)

As stated earlier, the system considered in (6.6) is underdetermined with one more

unknown than the equations. Thus, the solution of (6.6) will be a 1-manifold curve

rather than just a point. Generally, the homotopy continuation techniques are used

for tracing solution curves, with some suitable path-tracking algorithms. Such path

tracking algorithms are divided into two categories; Euler homotopy approach based

on the predictor-corrector algorithms [83], or Simplicial continuation based on the

piecewise-linear algorithms [84]. These algorithms are robust, sophisticated, and effi-

cient but are not widely acknowledged in practical applications due to the difficulties

primarily linked to the implementation of the theory and programming [84, 85]. Here,

we describe a Euler homotopy approach to trace the homotopy path of (6.6) using

spherical continuation algorithm [84] with some modification to improve the robust-

ness and speed.

6.2.1 Spherical Continuation

Normally, the Euler homotopy or predictor-corrector algorithms use tangents as pre-

dictors and hyperplanes as correctors [13]. Demerits of such approach is linked to

difficult implementation, step size adjustment for convergence, and slow performance

near the sharp turning points of the solution curves [84]. We describe a spherical

continuation approach that uses hyperspheres or spheres as correctors instead of hy-
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Figure 6-1: Intersection of sphere s1 with homotopy path.

perplanes for clear geometrical interpretation, ease of implementation and fast conver-

gence. The subsequent sections also discuss strategies to improve overall robustness

and speed of the spherical continuation algorithm.

For simplification, let us consider a sphere s1 of radius r and center z1 is located

on the homotopy path, its outline must intersect the curve at least at two points,

i.e., z2 and z0 as shown in Fig.6-1. The formulation of a homotopy system in (6.6)

has (n+ 1) equations and (n+ 2) variables, it means that we should include an extra

equation representing a hypersphere of (n+2) dimensions to trace the homotopy path

by, ∑
m

(zmi − zmi−1)2 − r2 = 0, (6.8)

In (6.8), the index i denotes the points on the solution boundary, while index m

corresponds to the dimension of vector z. A clear graphical interpretation about the

spherical continuation is illustrated in Fig.6-2. Algorithm is initiated from a starting

point let z1 that satisfy h(z1) = 0 on the boundary by freeing only one parameter and

then the subsequent points z2, z3, ..., zn on the curve are traced when second parameter
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Figure 6-2: Spherical continuation, path tracking procedure.

is also free to vary, by successively solving the following system of non-linear equations

at each continuation step i,

h(zi) = 0 (6.9a)∑
m

(zmi − zmi−1)2 − r2 = 0, (6.9b)

In (6.9) r is the radius of sphere. System in (6.9) can be solved using a standard

technique such as Newton–Raphson. During the continuation procedure, the previous

solution is used as a center of the new sphere, as depicted in Fig.6-2. This eliminates

the requirement for an explicit tangent based predictor, and thus reduces the overall

computational burden as the predicted point zpi at each continuation step can be

computed by extrapolating between centers of the consecutive spheres.

Although, the spherical continuation is rather simple, computationally efficient,

with ease of implementation. Still, some modifications are required to improve the

robustness and computational time. At the corrector step, adjustment for the radius

of sphere r is needed in case of a problem with Newton-Raphson convergence. Conse-

quently, an adaptive sphere strategy is proposed to avoid such situations and also to
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reduce the overall computational time. Also, from (6.8), it is clear that each corrector

equation has at least two solutions see Fig.6-1, one in the forward and another one

in the backward direction. Thus, there is a possibility that at the corrector step,

Newton-Raphson can converge to a backward solution for the system in (6.9). This

phenomenon is referred to as reversion phenomena. Some of the numerical examples

did exhibit such behavior and were corrected by a strategies presented in [84, 86].

6.2.2 Adaptive sphere strategy

Homotopy methods are characterized by slowness to the path tracking. The radius

r for spheres is fixed for the algorithm, but in order to fast track, the boundary

and also the boundary with non-smooth region requires an approach with adaptive

sphere sizes. The proposed approach is based on understanding the curvature of

the homotopy path [85], the algorithm calculates the radius of curvature (ρ) at each

continuation steps i using:

ρ =
∣∣(1 + (z′i)

2)
3
2

z′′i

∣∣ (6.10)

Here z′i and z′′i are first and second order derivatives, which are calculated using

finite difference approximation. Then, we use the arithmetic mean for the radius of

curvature as:

ρav =
ρx1 + ρx2 + ...+ ρxn + ρλ1 + ρλ2

n
(6.11)

The radius of the sphere expressed as the variable r is calculated using the hyperbolic

tangent function:

r = tanh(ρav) =
eρav − e−ρav

eρav + e−ρav
(6.12)

It was observed that the algorithm becomes fast and also more adaptive for tracing

the boundary in case of sharp turns/edges.
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6.3 Implementation

The computation of a solution boundary first requires calculating an initial point on

the boundary and then tracking the homotopy path using continuation procedure.

Therefore, a two-stage implementation is proposed.

The first stage solves the system described by (6.6) by releasing only one free

parameter, i.e., λ1 while keeping the second free parameter, i.e., λ2 constrained. This

results in (n + 1) equations in (n + 1) unknowns, thus solution of (6.6) is just a

point on the boundary. Standard Newton-Raphson iterations are used to solve such

a system. As the system in (6.6) consists of non-linear algebraic equations, this

means multiple roots exists for solution of (6.6). Each of these roots corresponds to a

different solution branch. Relaxed Newton iterations are used to determine multiple

roots, to use as an initial point for tracing various branches.

In the second stage, the second free parameter λ2 is also free to vary; this results

in the underdetermined system with (n + 1) equations in (n + 2) variables. Thus,

the solution of (6.6) is a 1-manifold curve; such curves are traced by the proposed

spherical continuation that uses the initial point from the first stage to trace the

corresponding branch.

6.4 Summary

Here, we present a mathematical framework to calculate the solution boundaries,

details of different contributions within this context is also provided here. In the end,

an adaptive spherical correction algorithm is proposed to trace the solution manifold

with ease of programming and computational tractability.
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Chapter 7

Numerical Studies II: Calculating

the Feasible Space

This chapter presents the numerical studies related to solvability and feasibility

boundaries in higher dimensions. The discussion here also covers the structure of

the feasibility manifold for a verity of test cases. Detailed performance of the pro-

posed continuation algorithm is also provided.

7.1 Three Bus System

First, a small three bus network is given similar to one in [13]. Even though, it is a

small test case, it illustrates the complexity of the power flow feasible space. Figure.7-

1 shows the three bus network with the following settings. Bus 1 as slack bus with

voltage phasor V̂1 = 1.0∠0◦. Bus 2 as PV bus with voltage set point V̂2 = 1.0∠δ2,

while active and reactive power injections are P inj
2 and Qinj

2 respectively. Whereas

the real and reactive power injections at bus 3 are represented by P inj
3 and Qinj

3 , with

complex voltage phasor denoted as V̂3 = V3∠δ3. Also, all the line in the network are

lossless with inductance set to X12 = X13 = X23 = 1.0 p.u. Based on the network

settings, there is only one PQ and and one PV bus. Thus, the solution manifold is

confined in P inj
2 − P 2

inj −Q
inj
3 space. Two scenarios conceived here are as follow,

• First, the solution manifold in constructed in the the space of P inj
2 −P inj

3 −Qinj
3
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Figure 7-1: Three bus network.

without enforcing any technological constraints.

• In the later case, solution manifold is constructed in P inj
2 − P inj

3 − Qinj
3 by

enforcing voltage constraint on bus 3.

7.1.1 Solvability manifold

Figure.7-2 shows the slice of the solution space in P inj
2 P inj

3 plane with Qinj
3 = 0.2 p.u.

Solvability boundary curves are depicted in Fig.7-2, as no technological constrained

are introduced yet. We can see three distinct boundaries γ1, γ2, and γ3, at each of

these boundaries system in (6.6) is valid. Since the system of equations in fi(x, λ)

are non-linear; therefore, multiple solution boundaries exist. For a given starting

point in P inj
2 P inj

3 plane, the algorithm first tries to find a starting point for each

of these curves, and then the proposed continuation is initiated to trace all these

curves. It is also worth mentioning that γ1 is the outer boundary, as no real solution

to power flows exist beyond this curve. While γ2 and γ3 are the inner folds in the

solution space sometimes referred to as inner boundaries. In comparison to the outer
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Figure 7-2: Solvability boundaries in P inj
2 P inj

3 , with Qinj
3 = 0.2 p.u.

boundary curve γ1, the solution curves γ2 and γ3 corresponds to low voltage levels

for bus 3. Therefore, it was concluded that the inner boundaries correspond to a low

voltage branch of the solution manifold [13]. A complete solvability space is provided

in Fig.7-3, each boundary curve is drawn in P inj
2 − P inj

3 plane as contours of Qinj
3 .

For simplicity, the inner boundaries corresponding to each slice in Fig.7-3 are not

shown here. From Fig.7-3, it is also clear that the solvability is an open space with

no maximum bound on Qinj
3 , while the minimum bound on Qinj

3 = −0.5 p.u.

7.1.2 Feasibility manifold

In this case, a feasible space is explored in P inj
2 − P inj

3 − Qinj
3 with constraint on

voltage level at bus 3 such that 0.9 ≤ |V3| ≤ 1.1 p.u. This eliminates the chances for

the algorithm to compute boundaries where inequality on V3 is violated. Following

analysis is performed,

• First, the solution manifold in constructed in the space of P inj
2 and P inj

3 by

constructing boundary curves in P inj
2 − P inj

3 plane as contours of Qinj
3 .
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Figure 7-3: Power flow solvability space in P inj
2 − P inj

3 − Qinj
3 . Also, projection of

the solvability manifold is provided in P inj
2 − P inj

3 as contours of Qinj
3 .

• In the later case, solution manifold is constructed in P inj
2 and Qinj

3 by construct-

ing boundary curves in P inj
2 −Qinj

3 plane as contours of P inj
3 .

• Finally a connection between these two cases will be examined.

7.1.2.0.1 Projection in P inj
2 − P inj

3

Figure.7-4 shows a slice of the feasible space in P inj
2 −P inj

3 plane with Qinj
3 = 0.2 p.u.

The voltage feasibility boundary within this slice is depicted by curve β. From the

Fig.7-4, it is noticeable the area enclosed by curve β is smaller than the γ1 as voltage

level is constrained on bus 3. The projection of the feasibility manifold in P inj
2 and

P inj
3 is given in Fig.7-5. Each curve in Fig.7-5 corresponds to a distinct value of Qinj

3 .

From this projection, it is also observable that solution space is clearly bounded with

some folding as well.
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Figure 7-4: Feasibility boundary in P inj
2 P inj

3 , with Qinj
3 = 0.2 p.u
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Figure 7-5: Projection of feasible space in P inj
2 P inj

3 as contours of Qinj
3 .
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3-bus test case 

𝑄3
inj
(p. u. ) 

𝑃 2
in
j (
p
.u
.)

 

𝛽 

Figure 7-6: Feasibility boundary in P inj
2 Qinj

3 , with P inj
3 = 0.2 p.u

7.1.2.0.2 Projection in P inj
2 −Qinj

3

In this case, a slice of feasible space is drawn in P inj
2 −Qinj

3 plane with P inj
3 = 0.2 p.u.

In Fig.7-6, boundary curve β shows the slice within this framework. The β curve is

non-convex and it is also folded. The projection of the feasibility manifold in P inj
2

and P inj
3 is given in Fig.7-7. Each curve in Fig.7-7 corresponds to a distinct value of

P inj
3 , folding in the power flow feasible space is also evident from this figure.

7.1.2.0.3 Connection between P inj
2 − P inj

3 and P inj
2 −Qinj

3 spaces

The projections of the power flow feasible space given by Figs.7-5 and 7-7 can be

combined to show the solution space in the three dimensional P inj
2 − P inj

3 − P inj
3

space. Fig. 7-8 shows this surface, together with its P inj
2 − P inj

3 and P inj
2 − Qinj

3

projections. Although the 3-bus system is small, the complexity of the problem is

easier to see. In next example will consider a five bus network and will also explore

examples of voltage feasibility boundaries.
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Figure 7-7: Projection of feasible space in P inj
2 Qinj

3 as contours of P inj
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7.2 Five Bus System

In this section a five bus example is provided, as illustrated in Fig.7-9. Bus 1 is the

slack bus. While all other buses in the network are PV buses, except bus 3 which is

a PQ bus with voltage set point |V3|∠δ3. On PV bus 4 and 5, voltage magnitudes

are constrained to 1.05 p.u. The characteristics of the lines are specified in Fig.7-

9. The bus 2 and 3 have non-zero active power injections, while the bus 4 and 5

are synchronous condensers with zero active power injections. Based on the network

settings, there is only one PQ and and one PV bus with non-zero power injections.

Thus, the solution manifold is confined in P inj
2 − P 2

inj −Q
inj
3 space.

• First, the solution manifold in constructed in the the space of P inj
2 −P inj

3 −Qinj
3

without enforcing any technological constraints.

• In the later case, solution manifold is constructed in P inj
2 − P inj

3 − Qinj
3 by

enforcing voltage constraint on bus 3.
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Figure 7-8: Power flow feasible space for a 3-bus network. Here P inj
2 , P inj

3 represents
active power injection at bus 2 and 3. While Qinj

3 is the reactive power injection at
bus 3. Also, projection of the feasible manifold is provided in P inj

2 −P inj
3 as contours

of Qinj
3 . Another projection of the feasible manifold is in P inj

2 −Q
inj
3 space as contours

of P inj
3
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Figure 7-9: Five bus test system.

7.2.1 Solvability manifold

Similar to 3-bus test case, first scenario considers a solvability manifold in P inj
2 − P inj

3 -

Qinj
3 space (no constraints are included). Figure.7-10 shows the three distinct bound-

aries highlighted as γ1, γ2 and γ3. At each of these boundaries the solution to

system in fi(x, λ) exist with the condition that gradient ∂xf(x, λ) is also singular.

The γ1 curve is the outer boundary, as any operating point outside γ1 is unsolvable.

Whereas the γ2 and γ3 curves are inner boundaries with low voltage solutions, such

curves divide the solution space into regions where different numbers of equilibria ex-

ist [13, 87]. Figure.7-11 provides a complete description about about solvability space

in P inj
2 − P inj

3 − Qinj
3 . The solvability manifold is an open space with no maximum

bound on Qinj
3 , while the minimum bound on Qinj

3 = −0.5 p.u.

7.2.2 Feasibility manifold

Here, a feasibility space is explored in P inj
2 − P inj

3 −Qinj
3 with constraint on voltage

level at bus 3 such that 0.9 ≤ V3 ≤ 1.1 p.u. A similar analysis was performed here as

follow,

• First, the solution manifold in constructed in the space of P inj
2 and P inj

3 by
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Figure 7-10: Solvability boundaries in P inj
2 P inj

3 , with Qinj
3 = 0.2 p.u.
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Figure 7-11: Power flow solvability space in P inj
2 − P inj

3 −Qinj
3 . Also, projection of

the solvability manifold is provided in P inj
2 − P inj

3 as contours of Qinj
3 .
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Figure 7-12: Feasibility boundary in P inj
2 P inj

3 , with Qinj
3 = 0.2 p.u.

constructing boundary curves in P inj
2 − P inj

3 plane as contours of Qinj
3 .

• In the later case, solution manifold is constructed in P inj
2 and Qinj

3 by construct-

ing boundary curves in P inj
2 −Qinj

3 plane as contours of pinj3 .

• Finally a connection between these spaces will be analyzed.

7.2.2.0.1 Projection in P inj
2 − P inj

3

A slice of feasibility space is constructed in P inj
2 −P inj

3 plane with Qinj
3 = 0.2 p.u. The

corresponding feasibility slice is shown by voltage feasibility boundary curve β (see

Fig.7-12). It is evident from the Fig.7-12, the boundary curve β is non-convex and

region enclosed by β is smaller than the solvability boundary curve γ1. The projection

of the feasibility manifold in P inj
2 − P inj

3 space is constructed by drawing boundary

boundary curve in P inj
2 − P inj

3 plane as contours of Qinj
3 , as shown in Fig.7-13.

7.2.2.0.2 Projection in P inj
2 −Qinj

3

A slice of feasibility manifold is also drawn in P inj
2 − Qinj

3 plane with P inj
3 = 0.2

p.u. From Fig.7-14, it is clear that the boundary curve β within this slice is non-
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Figure 7-13: Projection of feasible space in P inj
2 P inj

3 as contours of Qinj
3 .

convex and it is also provide an indication about folding in the feasible space. The

projection of the feasibility space in P inj
2 and P inj

3 is given Fig.7-15. Each curve in

Fig.7-15 corresponds to a distinct value of P inj
3 .

7.2.2.0.3 Connection between P inj
2 − P inj

3 and P inj
2 −Qinj

3 spaces

Finally, fig.7-16 shows the complete feasibility surface in P inj
2 − P inj

3 − P inj
2 , which

was constructed by combining the power flow feasible space given by Figs.7-13 and

7-15 together with its P inj
2 −P inj

3 and P inj
2 −Qinj

3 projections. Although the settings

considered in this network in terms of power injections were similar to a 3-bus system,

this resulted in a more complex geometry of the feasibility space. As the network

topology also influences the shape and complexity of the feasibility manifold.

Both 3-bus and 5-bus networks show that feasibility space is quite complicated,

and also challenging to compute. The proposed spherical continuation with the adap-

tive sphere strategy worked great to construct the results presented above.
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Figure 7-14: Feasibility boundary in P inj
2 Qinj

3 , with P inj
3 = 0.2 p.u.
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Figure 7-15: Projection of feasible space in P inj
2 Qinj

3 as contours of P inj
3 .
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Figure 7-16: Power flow feasible space for a 5-bus network. Here P inj
2 , P inj

3 represents
active power injection at bus 2 and 3. While Qinj

3 is the reactive power injection at
bus 3. Also, projection of the feasible manifold is provided in P inj

2 −P inj
3 as contours

of Qinj
3 . Another projection of the feasible manifold is in P inj

2 − Qinj
3 space as contours

of P inj
3
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7.3 IEEE Cases

This section covers plenty of examples for different IEEE test networks, to evaluate

the computational performance of the proposed spherical continuation procedure. For

simplicity, we will consider only a two dimensional slice of the solution manifold.

7.3.1 IEEE 9-bus test case

First example presents an IEEE 9-bus test case [75], with bus 1 as slack bus. While

rest of the buses in the network are PQ buses, except bus number 2 and 3 which are

PV buses.

7.3.1.0.1 Solvability space

Here, a solvability manifold is considered in the space of P inj
2 (active power injections

at bus 2), P inj
5 (active power injection at bus 5) and Qinj

5 (reactive power injection

at bus 5). This means power injections at all the other buses are constrained. The

Fig.7-17 shows the 2-dimensional slice of the feasibility space in P inj
2 − P inj

5 plane

with Qinj
5 = 0 p.u. The outer boundary is outlined as γ1, while the inner folds are

highlighted by γ2 and γ3. Some of the points on the inner boundaries γ2 and β3 had

voltage magnitudes on PQ buses as low as 0 p.u., thus such curves represents low

voltage branches of the solution space.

7.3.1.0.2 Feasibility space

In Fig.7-18, a feasibility boundary β is also shown such that all the buses i ∈ L also

satisfy voltage magnitude limits defined by 0.9 ≤ |Vi| ≤ 1.1 p.u. Here L represents the

set of PQ buses in the network. It is noticeable that the feasibility curve within this

2-dimensional slice enclosed a small convex region. Figure.7-18 also highlights a point

“A”; at this point, the conventional spherical continuation algorithm experienced the

reversion phenomenon, which was avoided by the strategy proposed in the previous

chapter.
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Figure 7-17: Solvability boundaries in P inj
2 P inj

5 , with Qinj
5 = 0 p.u.
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Figure 7-18: Voltage feasibility boundaries in P inj
2 P inj

5 , with Qinj
5 = 0 p.u.
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Figure 7-19: Solvability and voltage feasibility boundary in P inj
2 P inj

10 space, with
Qinj

10 = 0 p.u.

7.3.2 IEEE 14-bus test network

A similar analysis is performed on an IEEE 14-bus network from [75]. All the buses

are PQ or load buses in this network, except buses 2, 3, 6, and 8, which represent

PV buses. A 2-dimensional slice of the solvability and feasibility space is provided

in P inj
3 (active power injection at bus 3), P inj

10 (active power injection at bus 10) and

Qinj
10 (reactive power injection at bus 10) space.

Figure.7-19 shows an outer boundary γ and voltage feasibility boundary β in

space of P inj
3 − P inj

10 plane with Qinj
10 = 0 p.u. Although, inner boundaries exist

but are presented here for ease of illustration. The boundary curve γ separates the

unsolvable region where the solution to power flows disappears. While boundary

curve β encompass an area where at each bus i ∈ L satisfy the following constraint

on voltage levels,

0.9 ≤ |Vi| ≤ 1.1 p.u (7.1)

Here L represents the set of PQ buses in the network.
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7.3.3 IEEE 300-bus test network

A test on an IEEE-300 bus network is given, to access the scalability of the proposed

continuation. There are 68 PV buses and 231 PQ buses in the network. Larger

systems are more prone to numerical instabilities as a large number of equations are

required to be solved, due to the size of the network.

The solvability boundary γ and voltage feasibility boundary β is drawn in the

space of P inj
8 (active power injection at bus 8), P inj

14 (active power injection at bus 9)

and Qinj
14 (reactive power injection at bus 9). Figure.7-20 shows the 2-dimensional slice

of the solvable and feasible space in the plane of P inj
8 P inj

14 with Qinj
14 = 0 p.u. All the

operating points in the feasible region (enclosed by curve β) satisfy the constraints

on voltage magnitudes,

0.9 ≤ |Vi| ≤ 1.1 p.u (7.2)

Here L represents the set of PQ buses in the network. While the infeasible region

is described by the area enclosed by curve γ. From the computational context, the

proposed continuation with the adaptive sphere strategy worked well with an average

time of 3.7 seconds, while the hyperplanes continuation 35.3 seconds.

7.3.4 Russian United Energy System

This section provides a test network from Russian Far-East, which is situated on the

outskirts of the Russian power grid. From one side, it operates in synchronization

with the Russian United Energy System (RUES), while the other side it is connected

with the northern part of the Chinese System (CES) by a 220 kV transmission lines.

Generally, the whole Far-East network is spanned over four regional parts, such as

Amurskaya, Primorskaya, Khabarovskaya, and Yakutskaya.

Network topology for Primorskaya Energy System (PES) is shown in Fig. 7-21.

The test system consists of 64 buses in total, with 11 generator buses and 40 load

buses. It is the most prominent area in terms of the future developments of the

Far-East territory. Within the next ten to twenty years, rapid growth is projected

116



IEEE 300-bus test case 

𝑃 8
in
j (
p
.u
.)

 

𝑃14
inj
(p. u. ) 

𝛾 1 

𝛽 

Figure 7-20: Solvability and voltage feasibility boundary in P inj
8 P inj

14 space, with
Qinj

14 = 0 p.u.

in the industrialization like the construction of shipbuilders and shipyards, with an

exponential rise in the agricultural urbanization. From, the context of the Asian

Super Grid project, the PES will server as the connecting link with the South Korea

electric grid.

7.3.5 Development plans for the Far-East

According to the investment plan in the next five years, the Primorsky region will

be transformed into an industrial area. More than a hundred investment projects

are scheduled, such as two shipbuilding yards, seaport terminal, several fuels, and

petrochemical refineries, and two Priority Social and Economic Development Areas

(PSEDA). Therefore, Primorskaya ES ought to handle the increasing load. In this

section, we will check the maximum boundness on several important buses from the

industrial development point of view. Examples of such buses and corresponding

loads are represented in the Table.7.1.

Figure.7-22, 7-23 and 7-24 show the solvability boundary γ, and feasibility bound-

ary β (with only voltage limits on PQ buses) for the pair of buses from Table.7.1.
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Figure 7-21: Primorskaya Energy System.

These boundaries are computed by, first finding an initial point on the solution bound-

ary, and then the proposed spherical continuation is initiated for tracing each curve.

These boundaries are provided for given network topology and base case power

injections. For a given power injection space, the area enclosed by boundary β is the

feasible region, while γ encompass the infeasible region where the system can still

operate. Results presented in Fig.7-22, 7-23 and 7-24 can be concluded as follow,

i) System operator can avoid implementing powers that compromise the system’s

stability. ii) From the development context, it allows optimal placement of future

loads at these pair of buses. iii) Finally, feasibility boundaries β are crucial for

optimal power flow calculations.

Table 7.1: The largest upcoming scheduled power consumers

Load Name Bus Numbers Load, MW

Shipbuilding yard “Zvezda” 50, 51 63.1

Shipbuilding yard “Raffls” 50, 51 37.0

PSEDA “Nadezhdinskaya” 43, 44 48.1

PSEDA “Michailovskaya” 35, 42 56.7
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Figure 7-22: Solvability and voltage feasibility boundary in P inj
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Figure 7-23: Solvability and voltage feasibility boundary in P inj
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51 space, with
Qinj

51 = 0 p.u.
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Figure 7-24: Solvability and voltage feasibility boundary in P inj
35 P inj

42 space, with
Qinj

42 = 0 p.u.

7.3.6 Computational performance

A computational assessment is provided in this section. The time required to ex-

ecute the algorithm was compared with the algorithms proposed in [13] and [84].

Several runs were performed on different IEEE cases, and an average time is listed

in Table.7.2. In the table, λ1 and λ2 represent the pair of buses for which solvability

boundaries were computed. Here thc, tsc and t∗sc corresponds to time for algorithms

based on hyperplane continuation, spherical continuation, and the proposed spherical

continuation with adaptive sphere strategy respectively.

It can also be observed that in terms of computational performance, the adaptive

spherical continuation algorithm outperforms the hyperplane continuation from [13],

and the traditional spherical continuation from [84]. For some test examples, the

boundary curves were non-convex, and the hyperplane continuation failed to converge.

Thus, an explicit adjustment was required for the continuation step length for global

convergence.
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Table 7.2: Computational time for different IEEE cases (full run)

IEEE λ1 λ2 thc tsc t∗sc
cases seconds seconds seconds

14 Bus P2 P10 3.2 1.6 1.1

14 Bus P2 P3 – 1.9 1.3

30 Bus P2 P3 5.4 2.1 1.7

57 Bus P8 P10 3.9 1.8 1.2

118 Bus P103 P109 – 4.3 2.3

300 Bus P8 P14 35.3 11.1 3.7

7.4 Summary

Numerical results illustrate the complexity of the feasibility space in multi-dimensional

space. A verity of numerical examples is presented to access the computational per-

formance of the proposed continuation procedure.
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Chapter 8

Conclusions and Future Work

The knowledge of power flow solvability and voltage feasibility boundaries play a

vital role in power system security analysis. Calculating such boundary curves helps in

determining the robustness of operating points, assessment of system maneuverability

in time, and assistance for the decision-making process for improving robustness.

The computational part of calculating boundaries of power flow solution space is a

challenging task, due to the non-convex structure. The complexity of the power flow

feasible space is illustrated in small test network examples. The main contribution of

the thesis first presents a mathematical framework for calculating just a point on the

solution manifold, while the latter part focuses on constructing the solution manifold

in multi-dimensional space.

The first effort of this work was to demonstrate a computationally efficient and

numerically stable technique for the identification of a point on the power flow solution

space. The algorithm proposed here offers several advantages in comparison to the

traditional approaches to the problem. First, it allows for the natural incorporation of

feasibility constraints that are usually violated before the steady-state voltage stability

is compromised. Second, the algorithm is numerically stable and is based on common

matrix decompositions, thus having limited computational overhead in comparison to

the standard power flow analysis. Third, it avoids the need for initialization heuristic

employed by algorithms that track the eigenvectors. Our numerical experiments have

indicated that the algorithm compares favorably to alternatives and is characterized
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by a small computational overhead even in an academic implementation. There are

several possible extensions of this idea that can be explored in future studies. First,

as shown in this work, there are many ways of enforcing transversality, each having

a different effect on the convergence rate and overall numerical stability. But, it was

observed that SVD and QR transversality conditions work better compared to other

choices in the following settings: number of iterations, numerical stability, robustness,

and scalability. It was also observed in our experiments, adjustment of the Newton

step size α was necessary to ensure the convergence of the algorithm. Industrial-

grade implementations of the algorithm require some robust step choice strategy that

would provide fast convergence without operator intervention. It should be noted that

actual power systems have a lot of elements that experience switching behavior as the

load increases. These include generators subject to reactive power limit constraints,

tap changing transformers, and others. The incorporation of this kind of behavior

is critical for practical applications of the algorithm. The switching action can be

naturally incorporated in algebraic formulations via additional slack variables and

complementarity equations.

The later part of the thesis presents an adaptive spherical continuation algorithm

for tracing power flow solution boundaries with ease of implementation, computa-

tional tractability, speed, and scalability to large networks. The mathematical frame-

work of the algorithm uses SVD based transversality conditions to characterize the

solution on the feasibility boundary due to i) small computational burden, ii) does

not suffer from initialization issues like in geig, and iii) scalability for large systems. In

the numerical experiments, it was observed that tracing solution boundaries is a com-

plicated and challenging task, as these boundaries exhibit a complicated structure,

plus many solution branches may exist due to the non-linear nature of the system of

equations. The proposed algorithm allows us to trace such curves computationally

faster, with numerical stability, ease of programmability, and finally, the scalability

to large networks. The future plans include using information from these boundary

curves for other potential applications such as contingency analysis, improving local

optima in relaxed OPF problems, and also for transfer capability problems.
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[9] J. M. Carrasco, L. Garćıa Franquelo, J. T. Bialasiewicz, E. Galván, R. C. Por-
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