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1.0 ABSTRACT 

The chemical behavior of atoms and molecules is entirely defined by the distribution of their 

electron density. It is by studying the electron density in the field of Quantum Chemical Topology 

that such key concept as chemical bonding can be used to explain reactivity, atomic hybridization, 

and the existence of electric multipole moments. In such direction the work here presented is 

principally focused on development of Quantum Chemical Topology Theory introducing new 

different concepts, which a new equation style of real gases other that a “energy border” 

between hydrogen bond and van der Waals interaction with consequent limit of long range 

interactions, and the investigation of different compounds to investigate the correlations 

between solubility (oxicams)  and reactivity (Dess-martin periodinane) with electronic structure 

with data supported by literature and experiments. 
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3.0 INTRODUCTION 

The PhD thesis is mainly devoted to the study of fundamental insights on/into chemical bonding 

within the field of Quantum Chemical Topology using first-principles simulations of different 

states of matter with both local basis set and plane wave basis set calculations. Some of the 

chosen systems were investigated not only with a computational approach but also through 

experimental structural analyses to confirm theoretical results. Great part of the work was 

focused on non-covalent interactions (NCIs) formulating a new equation of state for describing 

real gases in the field of theory of atoms in molecules (QTAIM) to overcome the old concept of 

spherical atoms and in the same field the “energy border” between hydrogen bond (H-bond) and 

van der Waals (vdW) interaction to fulfill the lacuna of H-bond IUPAC definition based on 

experimental techniques are not able to discriminate between blurry H-bond and vdW 

interactions. One important question about the correlation between the intramolecular 

interactions and the solubility of crystals is also highlighted through first-principles simulations 

on co-crystals, salts, solvates as compared with pure component solids. In this way, it is possible 

to explore several issues 

(i) A first important property to be investigated is the so-called interaction density, i.e. the charge 

density redistribution that takes place both in the intermolecular region and within the covalent 

bonding framework of the individual molecules upon 'switching on' their interaction. This charge 

density rearrangement will be different according to whether cocrystal, salts solvates or pure 

component crystals are formed. 

(ii) By applying the topological descriptors that are provided by the wavefunctions, it is possible 

to explore the different kinds of non-covalent interactions taking place within the examined 

systems. At the same time, the effect of different crystal fields on the intramolecular interactions 

can be investigated. Besides the change affecting local properties, also the molecular properties 

like dipole moments, polarizability and so on, are worth of being monitored when different 

crystal forms are compared. The role of the symmetry on such properties will be also 

investigated. It should be noted that molecular properties find their definition in crystals by using 

topological methods. 

(iii) As different crystal forms exploit also different thermodynamic stabilities as a function of 

their environment, how the component molecules vary their energies and their energy 

decompositions in dependence of the crystal field they experience will be evaluated. It should be 

noted that energy decomposition may be also afforded in terms of contributions of individual 

atomic atoms or groups. This is done through QTAIM by exploring the energy landscape through 

both empirical and quantum mechanical methods eventually gaining insights into 

thermodynamics of competing polymorphs and with the possibility to predict what kind of 

structure it will be expected if the crystallization takes place under thermodynamic control. 

An ulterior employment of QTAIM was focused in order to correlate chemical bonding with 

molecular reactivity. In the specific case through the study of Dess-Martin periodinane (DMP), 

which derivatives are popular organic catalysts. DMP is extremely reactive in the presence of 

alcohols, catalyzing their oxidative conversion into ketones. This work seeks to better understand 

the intrinsic electronic factors that drive the reactivity of the DMP molecule. 
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Furthermore, the chemical bonding was investigated at high pressure through the analysis of one 

very well-known property: electronegativity, which is a property of bonded atom defined as the 

capacity of an atom to attract on itself the shared electron cloud in the bond. This property as 

defined by Pauling represents a definition of ionicity  of bond and it is calculated on arbitrarily 

electronegativity value associated to fluorine of 4.0. During this work such property is evaluated 

with variation of pressure to understand the hellish chemistry at high pressure. High-Pressure is 

responsible to modify different atomic properties with repercussion on chemical bonding. The 

understanding of how pressure modifies chemical bonding, hence properties will give important 

information for future prediction of new structures knowing a priori the type of bond and 

consequent oxidation number.  
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4.0 THEORETICAL BACKGROUND 

4.1 Introduction 

Since from their discover in the 1875 by English physicist William Crookes, the electrons have 

been object of interest in the field of physical chemistry and not only. This interest was born 

simply by the fact, that the atoms are made by electrons that surround a nucleus. Electrons 

determine the chemical (i.e. reactivity), and physical (i.e. solubility) properties of atom. These 

properties are explained through the displacement of electrons around the nucleus, and their 

state of the motion in an electronic field created by stationary nucleus is so called atomic 

electronic structure. In nature it is difficult to find atoms alone, but in the major part of cases 

they are found with other atoms of same or different nature to make molecules, salts, rocks, 

oxides and so on. The forces acting between two or a group of atoms are such as to lead to the 

formation of an aggregate with sufficient stability to make it convenient for the chemist to 

consider it as an independent molecular species is the definition of chemical bond as introduced 

by Lewis in the 1916 [1] and it is actually adopted as it is by IUPAC, albeit, it leaves too much 

subjective interpretation. The concept of chemical bond was subsequently investigated by 

Pauling [2] introducing such terms as covalent bond corresponding to shared pair of electrons 

between two atoms, and ionic bond generated by two atoms with high electronegative 

difference. The nature of chemical bond between atoms changes the initial atomic electronic 

structure and the result of this change gives information on chemical and physical properties of 

atoms within a compound. The resulting electronic structure of compound is made by an 

adaptation of atomic electronic structures, which generate the global chemical and physical 

proprieties of compound. So, the chemical behaviour of atoms and molecules is entirely defined 

by the distribution of their electron density. It is by studying the electron density that key 

concepts of chemical importance come about, such as reactivity, atomic hybridisation, and the 

existence of electric multiple moments [3-58] allowing to overcome the hold Lewis-Pauling 

concepts of chemical bond to fulfil the lacunas as the description of multicentre bonds as 3-

center-2-electrons and 3-center-4-electrons which appear in different theoretical and 

experimental studies [59-63]. The importance to decode the electron density has led to the 

development of the field of quantum chemical topology  (QCT), so named by Popelier [64]. 

Within QCT, a number of techniques have been developed, all of which rely solely on topological 

features of the electron density function to derive chemically relevant information [3]. 

4.2 Bader’s Theory 

While many theories exist within QCT, the most influential to date has been the quantum theory 

of atoms in molecules (QTAIM), developed by R. W. Bader and colleagues in the 1980s [65]. At 

the heart of QTAIM there exists the central concept of atomic basins, which subdivide a molecule 

into regions that encase an atomic nucleus: an atom. An atomic basin is delimitated by surface, 

𝑆, so called zero flux surface (ZFS) by R. W. Bader, and is defined by all points in space, 𝐫𝑆, for 

which the product of the gradient of ED, ∇𝜌, and the normal vector, �̂�, is zero: 

 

    𝛁𝜌(𝐫) ∙ �̂�(𝐫) = 0, ∀𝐫 ∈ S(𝐫𝑆)                                                   (1) 
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Such arbitrary definition of atomic basin doesn’t allow to define unambiguously the atomic 

domains,  , because the interatomic surfaces, along with the surfaces found at infinity, are the 

only closed surfaces of ℝ3 , which satisfy the zero-flux condition [65]. Thus, in the calculus the 

ZFS is numerically approximated for the bound against vacuum with a threshold of ED value of 

10-3 a.u. This was selected by Bader [65] just to define a volume for those basins that extend to 

infinity considering that ED tends to 0 when its distance from nucleus tends to infinity. Bader 

showed that the accuracy of numerical integration of kinetic energy within atomic basin, Ω, 

allows to obtain the partition of molecular electron energy in atomic energies through the 

observance of virial theorem 𝛾 = − 〈�̂�〉 〈�̂�〉⁄ = 2 [65]. Thus, under these conditions, the 

expectation values of 〈�̂�〉 and 〈�̂�〉 must be multiplied by a factor (1 + 𝛾) and (1 + 1/ 𝛾), 

respectively, in order to obtain the correct results E = 〈�̂�〉 = −〈�̂�〉/2. Thus, it exists a quantity by 

Bader called Lagrangian, 𝐿(Ω), so defined as: 

 

𝐿(Ω) = − (
ℏ2

4𝑚
) ∫ ∇2𝜌(𝐫)𝑑𝜏

Ω

= − (
ℏ2

4𝑚
) ∮ 𝑑𝑆(Ω, 𝐫)𝛁𝜌(𝐫) ∙ �̂�(𝐫)                                                (2) 

 

If 𝐿(Ω)falls in the range 10-4 to 10-5the error in the estimation of kinetic energy was demonstrated 

to be less than 0.4 kJ/mol [65]. 

A unique subdivision of space through ZFS is not always possible, because there is not a family of 

mapping of 𝛁Φ of the local ZFS, 𝜕Ω(Φ), defined by the wave-function Φ of a neighborhood of a 

given wave-function Ψ, onto that defined by Ψ, 𝜕Ω(Ψ), because the 𝛁Φ is not bijective and 

differentiable for all Φ, but only the lim
Φ→Ψ

𝛁Φ equal to identity [66]. Furthermore, the vanishing 

of atomic domains at the vibrational nodes is another problem that affects QTAIM [66]. Such 

failure can be explained by a vibrational state for a nuclear configuration 𝐑0, where the nuclear 

wave-function Ψ𝑛(𝐑0) = 0 implies that the reduced electron density defined as 

 

             𝜌(𝐫, 𝐑) = 𝜌𝑒(𝐫, 𝐑)𝜌𝑛(𝐑)                                                                         (3) 

 

it will be 𝜌(𝐫, 𝐑0) = 0, ∀𝐫; and for such system the exact wave-function, Ψ(𝐫, 𝐑), is a linear 

combination of product between nuclear wave-function, Ψ𝑛(𝐑), and electron wave-function, 

Ψ𝑒(𝐫, 𝐑). Thus, in according with QTAIM at such nuclear configuration 𝐑0 there is not atom, bond 

or structure. So despite the few cases where QTAIM fails: electronic or vibrational (in the 

harmonicity or close to anharmonicity approximation) exited states making not valid the 

application of Schwinger principle under the condition of Courant and Hilbert for a subsystem 

delimitated by ZFS; it has been successfully applied in most other cases, especially for its 

adaptation to the multipole model, giving a detailed description of electronic structure. Even if 

QTAIM in its feasible application on ground state systems [67] it is accused by Dunitz & Gavezzotti 

(2005) [68] to be only a descriptive approach to ED without any reference to predictivity. QTAIM 

introduces the concept of chemical bonding as a shared interatomic surface with associated 
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critical point so called bond critical point (BCP) and bond path. The bond path is is a unique 

trajectory in 𝜌 between two atoms, where the density is maximal compared with any normal 

displacement from the line. The used BCP as indicator of chemical bonding is matter of question 

if such assumption can be used also for non-covalent interactions. In presence of van der Waals 

interactions no BCPs are seen, even if such inter-molecular interactions are present. While, in 

intra-molecular H-bonds at closed angles it makes difficult to use the presence or not of BCP like 

a feasible indicator of present or absence for such chemical bonding. As reported by Galvão et 

al. [69]  in some cases the BCP is absent between acceptor (A) and hydrogen (H) for intra-

molecular H-bond angle lesser than 122.5 deg. But BCP is present between A and donor (D) due 

to the overlapping of their big electronic clouds that interact too much each other making 

impossible a H…A bond path with associated BCP [69]. Thus, below a certain angle, one should 

probably not talk of an H-Bond, but simply of an D—H bond and of an A...D  interaction, as the 

topology itself reveals.   

To describe the non-covalent interactions (NCIs) [70] in the field of QTAIM a fundamental 

quantity defined within density functional theory formalism from the electron density at point 𝐫, 

ρ(𝐫), and its first derivative, ∇ρ(𝐫), and is so called reduced density gradient (RDG) [71-73] 

 

𝑠(𝐫) =
|∇𝜌(𝐫)|

2(3𝜋2)1/3𝜌(𝐫)4/3
                                                                                                                          (4) 

 

For regions far from the various nuclei of a system (i.e. where density decays exponentially to 

zero), the RDG adopts large positive values. In contrast, the RDG values approach zero for regions 

of covalent and non-covalent bonding. Hence, the magnitude of s offers a good indication of the 

position of NCIs. The nature of the NCI is subsequently defined by analyzing the Laplacian of ED, 

∇2ρ(𝐫). To characterize interactions, ∇2ρ(𝐫) is often decomposed into its three principal axes of 

maximum variation, the three eigenvalues λn of the Hessian of ED, ∇2ρ(𝐫) = λ1 + λ2 +

λ3 (λ1 ≤ λ2 ≤ λ3). Where λ1 < 0 and λ3 > 0, it has been found that bonding interactions are 

defined by a negative value of λ2, and non-bonding interactions by its positive value. vdW 

interactions typically have λ2 ≈ 0. Hence the nature of interactions at points of s(𝐫) → 0 can be 

defined by the corresponding value of ρ(𝐫) ∙ sign(λ2). It is generally accepted that the magnitude 

of ρ(𝐫) corresponds to the relative strength of interaction. As a rule of thumb, it has been 

suggested that the limits ±0.02 be used to distinguish between bonding regimes,with bonding 

interactions found at ρ(𝐫) ∙ sign(λ2) <-0.02, vdW interaction in regions where -0.02 <ρ(𝐫) ∙

sign(λ2)<0.02, and steric repulsion in region with ρ(𝐫) ∙ sign(λ2) >  0.02 [71-73]. 

BCP is not the only critical point of topological interest in QTAIM but a full topological analysis 

consists in a mathematically analysis of the function 𝜌𝑒(𝐫, 𝐑) through a research of all its critical 

points, which can be maximum, minimum or saddles [65]. In such points the gradient of function, 

𝛁𝜌𝑒(𝐫, 𝐑), must be null 

 

𝛁𝜌𝑒(𝐫, 𝐑) = �̂�
𝜕𝜌𝑒(𝐫, 𝐑)

𝜕𝑥
+ �̂�

𝜕𝜌𝑒(𝐫, 𝐑)

𝜕𝑦
+ �̂�

𝜕𝜌𝑒(𝐫, 𝐑)

𝜕𝑧
                                                                          (5) 
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In such points the Hessian matrix of function, 𝓗(𝜌𝑒(𝐫, 𝐑)), which is very well known to be 

correlated at the Jacobian matrix of function, 𝑱(𝛁𝜌𝑒(𝐫, 𝐑)) by the relation 

 

𝓗(𝜌𝑒(𝐫, 𝐑)) = 𝑱(𝛁𝜌𝑒(𝐫, 𝐑))
T

                                                                                                                (6) 

 

Corresponds to the trace of Hessian matrix, 𝑡𝑟(𝓗), being the 𝓗 matrix diagonalizable with all 

mixed partial second derivates equal to zero. Thus, the ∇2𝜌𝑒(𝐫, 𝐑) so called Laplacian of electron 

density or Laplacian of charge density is invariant to the choice of coordinate axes. 

 

∇2𝜌𝑒(𝐫, 𝐑) = 𝛁 ∙ 𝛁𝜌𝑒(𝐫, 𝐑) =
𝜕2𝜌𝑒(𝐫, 𝐑)

𝜕𝑥2
+

𝜕2𝜌𝑒(𝐫, 𝐑)

𝜕𝑦2
+

𝜕2𝜌𝑒(𝐫, 𝐑)

𝜕𝑧2
                                           (7) 

 

The Hessian Matrix represents the linear transformation of gradient vector (eigenvector) and the 

Laplacian of electron density is the correspondent scale factor (eigenvalue). 

 

𝓗𝛁𝜌𝑒 = ∇2𝜌𝑒𝛁𝜌𝑒                                                                    (8) 

 

The rank of 𝓗 is 3 being for a generical linear application is the dimension of vectoral space given 

by its image. While, the signature of 𝓗 corresponds to the algebraical sum of the signs of 

eigenvalues. These values are respectively used to classify a critical point with the label (3, X), 

where the first number correspond to rank and the second to the signature. Thus, a study of 

curvature of 𝜌𝑒 allows to identify: a bond critical point (3, -1), with a positive eigenvalue 

associated to an eigenvector along the bond path and two negative eigenvalues associated to 

two eigenvectors perpendicular to the bond path; a nucleus (3, -3), with three negative 

eigenvalues; a ring critical point (3, 1), with two positive eigenvalues associated to two 

eigenvectors which lie in a plane (i.e. center of aromatic rings) and one negative eigenvalue 

associated to an eigenvector perpendicular at the that plane; a cage (3, 3), with three positive 

eigenvalues [65]. 

Subsequently a research of 𝜌𝑒 critical points to understand the regions of electronic depletion 

and concentration it is very useful a study of critical points of a new defined function L(𝐫) 

corresponding to 

L(𝐫) = −∇2𝜌𝑒               (9) 

The Laplacian of electron density is the second derivate of function 𝜌𝑒 representing its curvature, 

which it is interesting look in the valence shell of each atom being the region of space subjected 

to variation influenced by chemical surrounding to make different types of interaction with the 

closest atoms. The valence shell is generally made by two shells, one internal of charge 
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concentration (negative Laplacian), named valence shell charge concentration (VSCC), and one 

more external of charge depletion (positive Laplacian). Bader focused the research of L(𝐫) critical 

points in the VSCC, which provide chemical insight on atomic hybridization and chemical bonding. 

For example in the VSCC a critical point associated to function L(𝐫) of major interest are: 

minimum (3, 3), which represents a depletion of ED; maximum (3, -3), which represents a 

concentration of ED typically associated to a bonded charge concentration or to a lone pair. 

4.3 Source Function  

In any point of 𝜌𝑒 and L(𝐫) it is possible to calculate the different contributions to 𝜌𝑒 coming 

from each atom within a molecule through a topological tool so called source function (SF). SF 

from its birth in the 1998 [74] was employed to reveal subtle electron-delocalization effects 

within molecules and more recently to periodic systems, proving a powerful tool for solving a 

number of difficult chemical questions. Bader and Gatti showed that 𝜌𝑒 in a c point 𝐫 from an 

atomic basin, Ω, is given by the sum of integrated ∇2𝜌𝑒 on all points 𝐫′ ∈ Ω weighted by Green 

function, |𝐫 − 𝐫′|−1, with the integrated flux of electric field density, 𝛆(𝐫 − 𝐫𝑆), on all points of 

ZFS, 𝑆(𝐫𝑆). 

 

𝜌𝑒(𝐫) = −
1

4𝜋
{∫ 𝑑𝐫′

Ω

∇2𝜌(𝐫′)

|𝐫 − 𝐫′|
+ ∫ 𝑑𝑆(𝐫𝑆) ⋅ 𝛆(𝐫 − 𝐫𝑆)

𝑆Ω

}                                                     (10) 

 

The second term of eq.10 is zero if all zero-flux surfaces are at the infinite where the electric field 

density is decaying to zero. One may move from Eq. 10 to 11, just by replacing the integral over 

the basin Ω and its bounding surface, with an integral over the whole space or as a sum of 

integrals over the disjoint and exhaustive partitioning of the space in QTAIM basins. 

 

𝜌𝑒(𝐫) = −
1

4𝜋
∑ ∫ 𝑑𝐫′

Ω

∇2𝜌(𝐫′)

|𝐫 − 𝐫′|
Ω

= −
1

4𝜋
∑ ∫ 𝑑𝐫′

Ω

𝐿𝑆(𝐫, 𝐫′)

Ω

= ∑ 𝑆𝐹(𝐫, Ω)

Ω

            (11) 

 

The Laplacian of charge density can be correlated to the local electron energy through the local 

virial theorem [eq.11] allowing to express the Local Source, 𝐿𝑆(𝐫, 𝐫′). 

 

𝐿𝑆(𝐫, 𝐫′) =
4𝑚

ℏ2

2𝐺(𝐫′) + 𝑉(𝐫′)

|𝐫 − 𝐫′|
                                                                                                         (12) 

 

With 𝐺(𝐫′) the kinetic energy, and 𝑉(𝐫′) the potential energy. Such 𝐿𝑆(𝐫𝑐𝑝, 𝐫′) provides the local 

contribution from 𝐫′ characterizing it like a “sink”, when 𝐿𝑆(𝐫𝑐𝑝, 𝐫′) < 0, or like a “source”, when 

𝐿𝑆(𝐫𝑐𝑝, 𝐫′) > 0, to 𝐫𝑐𝑝. Others topological tools where developed during the last decades into 
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the framework of Bader’s Theory, such as the Espinosa indexes [75], delocalization indexes, 

𝛿(𝐼, 𝐽) [76], domain-averaged Fermi hole (DAFH) [59-63],  showing the strength of such theory in 

getting precious insights on chemistry. 

4.4 Espinosa Indexes 

The Espinosa indexes [75] are topological parameters evaluated at BCP, which allow to classify 

the type of bond. At the base of classification in three different class so called: shared shell, 

transition zone and closed shell; there is the ration between the absolute value of potential 

energy density, |𝑉(𝐫𝐵𝐶𝑃)|  and kinetic energy density, 𝐺(𝐫𝐵𝐶𝑃). Furthermore, the other 

topological tools considered are ∇2𝜌𝑒(𝐫𝐵𝐶𝑃), the total energy density, ℋ(𝐫𝐵𝐶𝑃), and the ratio 

between ℋ(𝐫𝐵𝐶𝑃)and 𝜌𝑒(𝐫𝐵𝐶𝑃) defined like the bond degree parameter in case of shared shell 

or defined like the softness parameter in case of closed shell. Table 1 clarifies how to read these 

topological parameters at the BCP to classify the type of bond. 

Table 1. Classification of type of bond second Espinosa[74] by the topological parameter at the 

bond critical point (BCP): charge density,𝜌𝑒(𝐫𝐵𝐶𝑃) , Laplacian of charge density, ∇2𝜌𝑒(r𝐵𝐶𝑃), 

kinetic energy density, 𝐺(𝐫𝐵𝐶𝑃), potential energy density, 𝑉(𝐫𝐵𝐶𝑃), and the total energy density, 

ℋ(𝐫𝐵𝐶𝑃). 

Shared shell Transition zone Closed shell 

|VBCP|>2GBCP 1≤|VBCP|/GBCP≤2 |VBCP|<GBCP 

∇2𝜌𝐵𝐶𝑃 < 0 ∇2𝜌𝐵𝐶𝑃 > 0 ∇2𝜌𝐵𝐶𝑃 > 0 
HBCP≪0 HBCP<0 HBCP>0 

HBCP/𝜌𝐵𝐶𝑃 < 0 - HBCP/𝜌𝐵𝐶𝑃 > 0 

 

4.5 Delocalization Index 

At the Hartree-Fock level the delocalization index, 𝛿(𝐼, 𝐽) [76], has a simple physical 

interpretation being obtained from the double integration, over the atoms in question I and J, of 

the exchange density contributing to the pair density, 𝜌𝑒
(2)(𝐫1, 𝜎1, 𝐫2, 𝜎2), that describes the 

exchange of same-spin electrons between the spin orbitals 𝜙𝛼(𝐫). Denoting the overlap of a pair 

of spin orbitals over an atom I by 𝑆𝛼𝛽(𝐼), it is found that: 

 

𝛿(𝐼, 𝐽) = 𝛿(𝐽, 𝐼) = − ∑ ∑ 𝑆𝛼𝛽(𝐼)𝑆𝛼𝛽(𝐽)

𝛽𝛼

                                                                                         (13) 

 

Such topological tool was showed to be useful to contribute to chemical bonding description 

correlating the increasing of sharing of electron pairs with the increasing of covalent bond order. 

Furthermore, a low sharing of electron pairs was correlated to closed shell interaction typically 

of interacting ions. 

At the delocalization indices are associated the multicentre indexes, which are useful to describe 

in hypervalent atoms the strength of bonds, which 3-centre-4electron and 3-centre-2electron 

bonds [59-62]. 
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The 3-centre bond index was heuristically defined as a triatomic term for the closed shell systems 

with N-electrons,  

 

𝐼𝐴𝐵𝐶 = ∑ ∑ ∑(𝑃𝑆)𝛼𝛽(𝑃𝑆)𝛽𝛾(𝑃𝑆)𝛾𝛼

𝐶

𝛾

𝐵

𝛽

𝐴

𝛼

                                                                                             (14) 

 

 

Resulting from the partitioning of the expression 

 

∑ ∑ ∑(𝑃𝑆)𝛼𝛽(𝑃𝑆)𝛽𝛾(𝑃𝑆)𝛾𝛼

𝐶

𝛾

𝐵

𝛽

𝐴

𝛼

=  22𝑁                                                                                           (15) 

 

With P and S, which denote the normal first order density matrix and the overlap matrix, 

respectively. Into mono-, bi-, and triatomic contributions. Analogously, z-center bond indexes 

[59-62] were then related to the partitioning of the product  

 

∑ ∑ … ∑(𝑃𝑆)𝛼𝛽(𝑃𝑆)𝛽𝛾 … (𝑃𝑆)𝜔𝛼 = 2𝑧−1𝑁

𝜔𝛽𝛼

                                                                               (16) 

 

In case of open shell the 3-bond index described  by eq.19 is modified into  

 

∑ ∑ ∑ ((𝑃𝑆)𝛼𝛽
𝑠(𝛼)

(𝑃𝑆)𝛽𝛾
𝑠(𝛼)

(𝑃𝑆)𝛾𝛼
𝑠(𝛼)

+ (𝑃𝑆)𝛼𝛽
𝑠(𝛽)

(𝑃𝑆)𝛽𝛾
𝑠(𝛽)

(𝑃𝑆)𝛾𝛼
𝑠(𝛽)

)

𝐶

𝛾

𝐵

𝛽

𝐴

𝛼

= 𝑁𝑠(𝛼) + 𝑁𝑠(𝛽)                                                                                                              (17) 

 

This models can be solved analytically with the limit of solution for 3c4e and 3-centre-2-electron 

(3c2e) are the same in absolute value equal to 0.185, but different in sign: negative for the first 

and positive for the latter. 

4.6 Domain-Averaged Fermi Hole (DAFH) 

The idea of DAFH [59-62] consists in to know the spin of first electron of a pair fixed the second 

confined in a region of space like Ω. Thus, within atomic basin Ω the probability, 𝑃Ω,𝜎2
(𝐫1, 𝜎1), to 

find one electron at position 𝐫1 with spin state 𝜎1conditionedto second electron fixed at position 

𝐫2 with spin state 𝜎2 is given in terms of pair density, 𝜌𝑒
(2)(𝐫1, 𝜎1, 𝐫2, 𝜎2): 
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𝑃Ω,𝜎2
(𝐫1, 𝜎1) = 2 ∫ 𝜌𝑒

(2)(𝐫1, 𝜎1, 𝐫2, 𝜎2)𝑑𝐫2
Ω

∫ 𝜌𝑒(𝐫2, 𝜎2)𝑑𝐫2
Ω

⁄                                                       (18) 

 

Thus, the DAFH is so derived: 

 

ℎ𝐫2,𝜎2
(𝐫1, 𝜎1) = 𝜌𝑒(𝐫1, 𝜎1) − 𝑃Ω,𝜎2

(𝐫1, 𝜎1)                                                                                            (19) 

 

Satisfying the normalization condition: 

 

∫ ℎ𝐫2,𝜎2
(𝐫1, 𝜎1) =

Ω

1                                                                                                                                  (20) 

 

The atomic basin partition into the framework of QTAIM was showed by Ponec et al. (2010) [63] 

to give substantial different results with respect to Mulliken approximation in presence of heavy 

atoms where relativistic effects play an important role. Such differences are due to unfeasible 

description of atomic partition generated by Mulliken approximation respect a Bader’s atomic 

partition seen into the eq.1. 
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5.0 OVERVIEW 

The aim of this work was to answer to following questions: 

• Is it possible to define a new equation for real gases overcoming the old concept, which 

describes the atoms like spheres? (CHAPTER I) 

• Is it possible to define an energy border between blurry hydrogen bond and van der Waals 

interactions? (CHAPTER I) 

• Is it possible to define the limit of long range interactions? (CHAPTER I) 

• Which are the non-covalent interactions within meloxicam crystal structures and how are 

they correlated with solubility of crystals?  (CHAPTER II ) 

• Why Tenoxicam respect to other oxicam is seen to crystallize into Zwitterionic form and 

not into β-keto-enolic form? (CHAPTER II) 

• Does topological analysis explain the reactivity and can be used to predict a priori the 

reactivity? (CHAPTER III) 

• How the Pauling electronegativity can be used at high-pressure to explain the chemical 

bonding? 
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CHAPTER I 

Development of Quantum Chemical Topology  

 

Summary: 

The chapter describes the development of a new equation of state for real gases into the framework of 

quantum theory of atoms in molecules (QTAIM) overcoming the old concept of spherical atomic partition 

presented in van der Waals equation. In this work, van der Waals damping parameters were substituted 

with respect to their usual derivation from mechanical statistics. The a parameter was obtained by 

complexation energy consisting in the dissociation energy corrected for the basis set superposition error, 

D0
CC, taking into account the zero point energy of the dimer, ZPEAB

CC(G), and the zero point energy of each 

monomer: 

  D0
CC

 = – VAB
CC(G) – ZPEAB

CC(G) + ZPEA
CC(G) + ZPEB

CC(G) 

with VAB
CC(G) corresponding to the electronic energy of the dimer corrected for the basis set superposition 

error.  

While, the b parameter was estimated as the average molecular volume for a couple of interacting 

molecules of gas for atomic partition in the field of QTAIM. 

Subsequently the new equation was tested on a series of gases (monoatomic, diatomic, and triatomic). 

The different atomic partition and the interaction energy obtained through ab initio calculation proposed 

in the new equation showed the best feasibility of the latter equation respect to van der Waals equation 

creating a bonding between quantum and classical mechanics. 

In the last part of the chapter is given a sound reply to an experimental unsolved question, concerning 

how to distinguish a hydrogen bond (H-bond) from van der Waals (vdW) interaction for an X–H···Y system 

looking for an “energy border” between H-bond and vdW interaction, and the consequent limit of long 

range interactions. The IUPAC definition for an H-bond results incomplete not having determined an 

“energy border” between H-bond and vdW interaction, but said only that the presence of H-bond should 

be represented by an experimentally observed stretch of X–H bond for a X–H···Y system. The 

quantification of this stretch to consider it sufficient to identify an H-bond is a source of controversy 

among the scientific community that had to be clarified. Such “energy border” was found as the limit of 

long range interactions, which it was never defined since now. Thanks to my computational investigation, 

based on systematic, state-of-the-art coupled cluster calculations and Bader analyses based on source 

function (SF), it was possible to solve these two enigmas determining the presence or not of H-bond with 

correlated “energy border” between H-bond and vdW interaction, and subsequently to find the limit of 

long range interactions. 

Conclusions: 

• The new equation of state for real gases represents a connection between quantum 

and classic mechanic, where the first determinates the latter, overcoming the odd 

spherical atomic partition. Thus, this equation substitutes the obsolete vdW equation. 

• The “energy border” between H-bond and vdW interaction was found at the increasing 

of bond distance due to the removal of interaction between acceptor (A) and donor (D) 

electronic clouds. A topological analysis based on SF was able to reveal the “energy 
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border” between inter-molecular H-bond and vdW interaction thanks to the source 

contributions of A, D and H atoms measured at the A…H BCP. 

• The analogous of “energy border” in the case of bending of bonding angle is the 

“critical angle”, which must be defined not simply through geometric criteria previously 

proposed in literature, but looking for the effective interactions at the A…H BCP using 

SF or looking for the Cohesion Energy of dimer. 

• The limit of long range interactions can be found through an analysis of atomic basins 

volume variation for both A and H Ωs looking for its first value of plateau respect to 

RA…D increasing. 

 

Contribution: 

The project was conceptualized and managed by me other that the Investigation, data curation, formal 

analysis thanks to the accumulated experience  in Bader’s Theory. 
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Abstract
The van der Waals equation since now represented the unique equation of state for real gases with a spherical atomic parti-
tion, which was disproved during the years by different scientists including Bader and co-workers. Thus, through a work 
into the framework of Bader’s Theory a new equation of state for real gases due to the substitution of van der Walls dumping 
parameters is presented and tested on a series of gas (monoatomic, diatomic, and triatomic). The different atomic partition 
and the interaction energy obtained through ab initio calculation proposed in the new equation showed the best feasibility 
of the latter respect to van der Waals equation.
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1 Introduction

Since its introduction in the 1873, the van der Waals equa-
tion (vdWE) [1] is the basic model used to describe with 
relative accuracy the behavior of real gases through a series 
of dumping parameters a and b, respectively, for pressure 
and volume, introduced into the equation of state for ideal 
gases (PV = nRT) . vdWE is so formulated:

(1)
(

p̄ +
a

v2

)
(v − b) = RT
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where p̄ is the average pressure, v the molar volume, R the 
constant of gases, and T the temperature. Such equation dur-
ing the years was developed and adapted to different prob-
lems [2–7] to overcome its weakens consisting in a model, 
which considers in the first approximation the atoms like 
spheres with a proper volume defined as

where �
vdW

 . is the radii of van der Waals defined as the half 
imaginary distance between hard spheres representing two 
atoms. Such kind of definition does not take into account 
that the electron density varies continuously at the periphery 
of atoms, and therefore totally disagrees with the modern 
theory of quantum theory atoms in molecules (QTAIM) 
introduced by Bader in 1990 [8–10]. In support to the 
unfeasibility of a spherical model of atomic partition, there 
are different experimental works [11–28] of X-ray diffrac-
tion trying to define new more accurately �

vdW
 and different 

works into the framework of QTAIM supported by experi-
mental data [28–39]. Bader introduced an atomic partition 
within molecule considering the atomic basin like the region 
of space within is enclosed a nucleus and the surface that 
delimitates the atomic basin is so-called zero-flux surface 
(ZFS) [8–10]. This surface, S, is defined by all points in 
space, �

S
 , for which the product of the gradient of charge 

density, ∇� , and the normal vector, n̂ , is zero:

The atomic basin so defined has a shape that is totally 
different from spherically model proposed by van der Waals 
with consequence of failing for van der Waals model and the 
unfeasible description of real gases.

This work wants to reformulate the equation of state for 
real gases into the framework of Bader’s Theory comparing 
the results obtained from this new equation, with the results 
obtained from vdWE.

2  Theoretical background

The vdWE is derived from statistical mechanic [40–43] ini-
tially considering the partition function of gas (Z) for N inde-
pendent particles (see Eq. 4), where the energy of a particle 
is the sum of kinetic 

(
�

2∕2m
)
 and potential (U) contribu-

tions. In the equation the integral in the space is done on all 
volume that contains the gas (V) and van der Waals noted 
that there are regions in which U → ∞ for the repulsion of 
particles with not null proper volume, V0 . Thus, the integral 
on the space vanishes in the regions where V0 < V  . In the 
other regions the U is seen to vary relatively slowly, so van 
der Waals replaced it with average potential energy, Ū,

(2)VvdW =
4

3
��3

vdW

(3)∇𝜌(�) ⋅ n̂(�) = 0,∀� ∈ S
(
�S

)

The introduced V0 and Ū  were defined by van der 
Waals starting to consider that the total potential energy 
for a gas with N particles must be NŪ  , but there are 
(1∕2)N(N − 1) ≃ (1∕2)N2 pairs of particles. The consequent 
average potential energy is

where ū is the mean potential energy u between a pair of 
particles described simple like

where R is the distance between the mass center of two par-
ticles, u0 > 0 , and s > 0 . The particles are seen to be weakly 
attracting hard spheres of radius (1∕2)R0 , the so-called van 
der Waals radius. So, van der Waals in the first approxima-
tion reducing the shape of particle to a sphere defined the 
probability of the distance lying between R and R + dR equal 
to 
(
4�R2dR

)
∕V  , and

Looking how falls u(R) , it was noted that for s > 3 , it falls 
sufficiently rapidly with the integral that converge properly 
and the best choice was achieved for s = 6 . Thus, the equa-
tion for the average potential energy is

where

Thus, defining the molar volume like the volume of con-
tainer divided for the number of moles, v = V∕n

(4)

Z =
1

N!

[

∫ e−�(p
2∕2m+U) drdp

h3

]N

=
1

N!

[

∫ e−�(p
2∕2m) dp

h3
∫ e−�Udr

]N

=
1

N!

[(
2�m

�h2

) 3

2

∫ e−�Udr

]N

=
1

N!

[(
2�m

�h2

) 3

2 (
V − V0

)
e−�U

]N

(5)Ū =
1

2
Nū

(6)u(R) =

{
∞, R < R0

−u0

(
R0∕R

)s
, R > R0

(7)ū =
1

V
−

4𝜋u0

V

∞

∫
R0

(
R0

R

)s

R2dR

(8)Ū =
1

2
Nū = −a� N

V

(9)a� =
2�

3
||R0

||
3
(

3

s − 3

)
u0

(10)N

V
=

nNA

V
=

NA

v
,
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while the volume excluded by interactions between particles 
approximated as hard spheres is

where

So, deriving Eq.  (4) with respect to the volume we 
obtained the equation of state for real gas

Obtaining

Then

where a = −N2

A
a� . and b = NAb�.

3  Theoretical development: from van der 
Waals equation to new equation of state

It is not of worthy before to introduce the substitution of van 
der Waals parameters into the framework of Bader’s Theory 
that the arbitrary definition of atomic basin doesn’t allow 
to define unambiguously the atomic domains, � , because 
the interatomic surfaces, along with the surfaces found at 
infinity, are the only closed surfaces of ℝ3 , which satisfy 
the zero-flux condition [44]. Thus, in the calculus the ZFS 
is numerically approximated not only in the bound against 
vacuum, but also between two atomic basins as the region 
wherein the �(�) is less than  10−3 e/bohr3 considering that it 
tends to 0 when the its distance from nucleus tends to infi-
nite [8–10]. Under this approximation, Bader demonstrated 
the accuracy of numerical integration to obtain the atomic 
energy basin using the virial theorem [8–10] with the calcu-
lation of kinetic energy within atomic basin through L(�).

If L(�) falls in the range  10−4–10−5 kJ/mol, the error 
in the estimation of kinetic energy, necessary to obtain the 
atomic basin energy through the application of virial theo-
rem, is less than 0.4 kJ/mol [8–10]. Such error is considerable 
tiny making the ZFS a feasible model of atomic partition. 

(11)V0 = b�N

(12)b� =
2�

3
||R0

||
3
= 4

[
4�

3

(||R0
||

2

)3
]

(13)p̄ =
1

𝛽

𝜕 ln Z

𝜕V
=

1

𝛽

𝜕

𝜕V

[
N ln

(
V − b�N

)
+ N𝛽a� N

V

]

(14)
(

p̄ + a� N2

V2

)(
V

N
− b�

)
= kT

(15)
(

p̄ +
a

v2

)
(v − b) = RT

(16)

L(𝛺) = −

(
�2

4m

)

∫
𝛺

∇2𝜌(�)d𝜏 = −

(
�2

4m

)

∮ dS(𝛺, �)∇𝜌(�) ⋅ n̂(�)

Furthermore, being the energy of atomic basin calculated with 
the virial theorem the expectation values of kinetic, 

⟨
T̂
⟩
 , and 

potential, 
⟨

Û
⟩
 , energies are corrected for a multiplicative 

factor (1 + �) and (1 + 1∕�) , respectively, in order to obtain 
E = −⟨T̂⟩ = ⟨Û∕2⟩for equilibrium geometry [8–10].

Now, looking for the two dumping factors proposed by van 
der Waals a and b , which describe, respectively, the average 
interactions between a pair of particle and the volume excluded 
by these interactions, we have now to reformulate in the frame-
work of Bader’s Theory. Initially, for the parameter b′ we know 
from Bader’s Theory that the molecular volume is given by 
the sum of each atomic basin volume 

(
V�

)
 so we can define

with � = 1,… , M the atomic basins within molecule.
Thus, 

Such V� is substituted in Eq. (9) in order to take the place 
of volume spherically approximation initially introduced in 
Eq. (7) to calculate ū . Moreover, the potential energy at the 
equilibrium multiplied for a dumping parameter in Eq. (9) is 
substituted by the interaction energy at the equilibrium for a 
couple of molecules (X and Y) in the vacuum for T equal zero.

Thus, the term a

So, substituting the term a and b of Eq. (15) with Eqs. (18) 
and (20), respectively, we obtain the new equation for real gas as

4  Application of new equation of state

The validity of Eq. (21) must be shown through its appli-
cability to different types of gas. Thus, it was decided to 
calculate the parameters a and b for He (monoatomic),  H2 
(diatomic) and  H2O (triatomic) gases through a computa-
tional approach (see E.S.I.1 Computational Details) and 
compared with those tabulated by vdW.

In a three-dimensional space, there is an infinity of geo-
metrical configurations between two molecules. They can 
be reduced for symmetry and only once it should be the 
favorite one due to intermolecular interactions, which are 
measured through the complexation energy (EC). Thus, in 

(17)b� =

M∑

�=1

V�

(18)b = NAb� = NA

M∑

�= 1

V�.

(19)a� = −VX
�

uX…Y
0

(20)a = N2

A
a� = −N2

A
VX
�
�X…Y

0

(21)

(
p̄ +

N2

A
V𝛺uX…Y

0

v2

)(
v − NA

M∑

𝛺=1

V𝛺

)
= R
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the first approximation, uX…Y
0

 can be associated with the low-
est complexation energy (EC) of a dimer in vacuum at T 
equal zero, making it the most favorite one.

The accuracy of EC is due to the theoretical approach used, 
which must consider the dispersion energy associated and the 
basis set superposition error to fit in the best way the inter-
molecular interactions (see E.S.I.1 Computational Details).

The most simple case is represented by monoatomic gas 
as He, where the EC for a dimer is characterized by only 
one degree of freedom: the distance between two atoms 
 (RHe…He). The calculation of EC is complicated looking for 
a diatomic gas as  H2, which can be modelized as a rigid 
rotor, and the most important geometrical conformations of 
its dimer are cataloged: H, L, T, X and Z (see E.S.I.2 Picture 
of  H2-dimers); such geometrical conformations have differ-
ent  EC (see E.SI.3 Tables of  H2-dimer energies), and the 
favorite one is the Z with an EC = − 319.2 kcal/mol.

Furthermore, the most complicate case is the triatomic gas 
as  H2O with the molecules constrained in a  CS dimer being 
known from the literature [45] to be the favorite configuration 
characterized by the presence of hydrogen bond (H-bond).

(22)�X…Y
0

= EC

Therefore, the parameter a will be obtained by the  EC 
corresponding to uX…Y

0
 time N2

A
 time the molecular volume 

obtained through an atomic partition into the framework of 
QTAIM [8–10]. So, a PROAIM [46] wavefunction associated 
with each dimer above mentioned was calculated to perform 
a QTAIM analysis aimed to find the V� within each molecule.

In the most simple case represented by He-dimer, the two 
� are identical for symmetry (i.e., VHe = 1.035 ∗ 10−29 m3 ), 
while for the  H2 Z-dimer within each  H2 molecule the � 
are different due to the intermolecular interactions (i.e., 
VH1, VH4 = 9.058 ∗ 10−30 m3 , VH2, VH3 = 9.311 × 10−30 m3 ). 
Thus, the parameter b in case of He is simply due to the VHe 
time NA , while for  H2 Z-dimer the symmetry guarantees that 
the molecules have the same molecular volume 

(
VH2

)
 albeit 

different distributed between atoms and the parameter b will 
be calculated like the VH2

 time NA . The most difficult case is 
represented by the  CS dimer of water where the two molecular 
volumes are different due to H-bond which severally modifies 
the � (see E.S.I.4 Table of atomic basins). Thus, the molecular 
volume of water within  CS dimer can be reasonably approxi-
mated as the median of both molecular volume, and the param-
eter b will be obtained by such median time NA.

It is possible to see that the difference between vdWE and 
Eq. (21) associated with parameter b is less than one order 
of magnitude. Such kind of difference has shown that in the 
first approximation considering the atom spherically is not 
wrong at all, while there is a big difference between vdWE 
and Eq. (21) associated with parameter a (see Table 1). This is 
due to the total dependence by a fictitious potential for vdWE 
respect to ab initio calculation for Eq. (21): in vdWE equation 
the increase of parameter a is correlated with the increase in 
molecular weight, while for Eq. (21) the uX…Y

0
 is uniquely main 

responsible.
Furthermore, provided that known three parameters, then 

the fourth is calculated through the equation of state, and it 
was decided to compare the variation of p̄ due to T in a range 
between 50 and 600 K for the isochoric graphs of vdWE and 
Eq. (21) with v equal to unitary molar volume (1 m3/mol).

The difference in absolute value between the calculated p̄ 
with vdW and Eq. (21) 

(||p̄new − p̄vdW
||
)
 shown in Fig. 1 is tiny, 

and it is marked for the water  CS dimer at low temperature (see 
E.S.I.5 Table of p̄ with vdW and Eq. (21). It is reasonable to 
think that at low temperature the stretch of O–H…O is close to 
be frozen with a low H-bond, which does not deform so much 
the � . Thus, the spherical approximation of atomic partition 
and the fictitious potential for vdWE at low temperature can 
be considered reasonable.

Table 1  The values of damping factors a and b for the van der Waals 
equation (vdWE) and Eq. (21)

Gas a [
(
kPa ∗ m6

)
∕mol

2] b (m3)

vdWE [47] Equation (21) vdWE [47] Equation (21)

He 3.460 × 10−6 1.128 × 10−9 2.380 × 10−5 6.235 × 10−6

H2 2.476 × 10−5 8.323 × 10−4 2.661 × 10−5 1.091 × 10−5

H2O 5.536 × 10−5 8.862 × 10−5 3.049 × 10−5 1.704 × 10−5

Fig. 1  Graphics of difference in absolute value between p̄ calculated 
with vdWE 

(
p̄

vdW

)
 and Eq.  (21) 

(
p̄new

)
 for isochoric with v equal to 

unitary molar volume (1  m3/mol) in a range of T from 50 to 600 K. 
black for He, red for  H2 and blue for  H2O
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5  Conclusion

The new equation of state here proposed (Eq. 21) repre-
sents a connection between quantum and classic mechanic, 
where the first determinates the latter. A study of charge 
density into the framework of QTAIM [8–10] was aimed 
to overcome the old vision with spherical atomic partition 
proposed many years ago by vdWE. Such charge density was 
performed on PROAIM [46] wavefunction obtained through 
ab initio calculation.

The great difference observed for a parameter is substan-
tially due to uX…Y

0
 , which it was derived by an ab initio cal-

culation for Eq. (21) with respect to fictitious potential with 
damping factor for vdWE.

For all these reasons Eq. (21) is much more feasible than 
vdWE filling the gaps of this latter due to its approximations.
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E.S.I.1 Computational Details 

The molecular structures of linear homonuclear dimers of He, H2, and the molecules of water constrained within CS 
dimer were fully optimized in the gas phase through restricted density functional theory (DFT) with B3LYP[1] 
exchange-correlation functional with correction of basis set superposition error through counterpoise[2] method. The 
dispersions were empirically taken into account adding the D3[3] version of Grimme’s dispersion with Becke-
Johnson[4] damping. The chosen theoretical approach was performed using Dunning triple-z local basis set aug-cc-
pVTZ [5,6]. Associated with each optimized dimer molecular structure the PROAIM[7] wavefunction was calculated 
for the subsequent quantum theory atoms in molecules (QTAIM)[8] analysis.  

The full geometry optimization in the gas phase with the associated PROAIM[7] wavefunction were performed using 
Gaussian G09.D01[9]. The QTAIM[8] analysis was performed using a modified version of PROAIMV[10,11]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.2 Picture of H2-dimers (H, L, T, X and Z) with labels of each atom. In with are the hydrogen atoms.  
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E.S.I.3 Table of energy dimer with BSSE corrected through counterpoise method  
��������, the sum of energies for isolated monomers ���� + ����, the complexation energy (EC) associated to each 

H2-dimer seen in E.S.I.2. 

 H L T X Z 

������
 

(a.u.) 
-2.360312 -2.360331 -2.360419 -2.360329 -2.360378 

���
+���

 

(a.u.) 
-2.360329 -2.360329 -2.360329 -2.360329 -1.851690 

�	 

(kcal/mol) 
1.058*10-2 -1.031*10-3 -1.343*10-2 2.041*10-4 -3.192*102 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.4 Picture (upper) and table (below) of volumes 
�� and energies 
�� of atomic basins for the molecules of 
water (H2O1, H2O2) constrained within CS dimer. The color red is associated to oxygen, with to the hydrogen; the 
white dashed line represents the hydrogen bond (H-bond) within CS dimer.  

 

 �� �� 

 ��ℎ��                          �� hartree                       kJ kPa * �� 

O1 155.506 2.304*10-29 -75.737 -3.302*10-19 -3.302*10-19 

H2 23.748 3.519*10-30 -0.382 -1.664*10-21 -1.664*10-21 

H3 15.400 2.282*10-30 -0.353 -1.541*10-21 -1.541*10-21 

O4 143.012 2.119*10-29 -75.746 -3.302*10-19 -3.302*10-19 

H5 22.132 3.280*10-30 -0.367 -1.599*10-21 -1.599*10-21 

H6 22.134 3.280*10-30 -0.367 -1.599*10-21 -1.599*10-21 

H2O1 194.655 2.885*10-29 -76.472 -3.334*10-19 -3.334*10-19 

H2O2 187.277 2.775*10-29 -76.479 -3.334*10-19 -3.334*10-19 

Median (H2O1, H2O2) 190.966 2.830*10-29 -76.476 -3.334*10-19 -3.334*10-19 

 

 

 

 

 

 

 

 

 



E.S.I.5 Graphics (upper) of variation of �̅ (kPa) due to T  in a range between 50 to 600 K for the isochoric graphs of 
vdWE and eq.21 (see “I. Theoretical Development” in the main text) with � equal to unitary molar volume (1 m/mol) 
and table of values (below) for He, H2 and H2O.  

 
 

He H2 H2O 

T / 

(K) 

�̅��� / 

(kPa) 

�̅��.�� / 

(kPa) 

|�̅���  �̅��.��| / 

(kPa) 

�̅��� / 

(kPa) 

�̅��.�� / 

(kPa) 

|�̅���  �̅��.��| / 

(kPa) 

�̅��� / 

(kPa) 

�̅��.�� / 

(kPa) 

|�̅���  �̅��.��| / 

(kPa) 

50.00 0.41571 0.41570 3.843E-06 0.41569 0.41487 8.129E-04 0.41565 0.41562 3.607E-05 

100.00 0.83142 0.83141 1.115E-05 0.83140 0.83058 8.182E-04 0.83136 0.83058 3.887E-05 

150.00 1.24713 1.24711 1.845E-05 1.24710 1.24628 8.236E-04 1.24707 1.24629 4.168E-05 

200.00 1.66284 1.66281 2.575E-05 1.66281 1.66199 8.290E-04 1.66278 1.66200 4.449E-05 

250.00 2.07855 2.07851 3.305E-05 2.07852 2.07769 8.343E-04 2.07849 2.07770 4.730E-05 

298.15 2.47887 2.47883 4.008E-05 2.47885 2.47801 8.395E-04 2.47882 2.47803 5.001E-05 

300.00 2.49426 2.49422 4.035E-05 2.49423 2.49339 8.397E-04 2.49420 2.49341 5.011E-05 

350.00 2.90997 2.90992 4.765E-05 2.90994 2.90910 8.450E-04 2.90991 2.90912 5.292E-05 

400.00 3.32568 3.32562 5.496E-05 3.32565 3.32480 8.504E-04 3.32562 3.32482 5.573E-05 

450.00 3.74139 3.74132 6.226E-05 3.74136 3.74051 8.558E-04 3.74133 3.74053 5.854E-05 

500.00 4.15710 4.15703 6.956E-05 4.15707 4.15621 8.611E-04 4.15704 4.15624 6.135E-05 

550.00 4.57281 4.57273 7.686E-05 4.57278 4.57192 8.665E-04 4.57275 4.57195 6.416E-05 

600.00 4.98852 4.98843 8.416E-05 4.98849 4.98762 8.718E-04 4.98846 4.98765 6.697E-05 

 

 

 

 

 

 

 

 

    



References 

1. Becke A. D. (1993) Density-functional thermochemistry. III. The role of exact exchange. J. Chem. Phys. 98: 
5648-5652. 
2. Boys S. B., Bernardi F. (1970) Mol. Phys. 19: 553.  
3. Grimme S., Antony J., Ehrlich S., Krieg H. (2010) A consistent and accurate ab initio parameterization of density 
functional dispersion correction (DFT-D) for the 94 elements H-Pu. J. Chem. Phys. 132, 154104. 
4. Grimme S., Ehrlich S., Goerigk L. (2011) Effect of the damping function in dispersion corrected density 
functional theory. J. Comp. Chem. 32: 1456-1465. 
5. Dunning T. H. Jr. (1989) Gaussian basis sets for use in correlated molecular calculations. I. The atoms boron 
through neon and hydrogen. J. Chem. Phys. 90: 1007-1023. 
6. Woon D. E., Dunning T. H. Jr. (1994) Gaussian basis sets for use in correlated molecular calculations. IV. 
Calculation of static electrical response properties J. Chem. Phys. 100: 2975-2988. 
7. Gatti C., Fantucci P., Pacchioni G. (1987) Charge density topological study of bonding in lithium clusters. Theor. 
Chim. Acta 72: 433−458. 
8. Bader R. F. W. (1990) Atoms in molecules. A quantum theory; Oxford University Press: Oxford. 
9. Frisch M. J., Trucks G. W., Schlegel H. B., Scuseria G. E., Robb M. A., Cheeseman J. R., Scalmani G., Barone, 
V., Mennucci B., Petersson G. A., et al. (2009) Gaussian 09; Gaussian, Inc.: Wallingford, CT. 
10. AIMPAC download page: 
http:www.chemistry.mcmaster.ca/aimpac/imagemap/imagemap.htm. 
11. Keith T., Bader R. F. W. (1993) Calculation of magnetic response properties using a continuous set of gauge 
transformations. Chem. Phys. Lett. 210: 223−231. 

 

 

 

 

 

 

 

 

 

 

 

 

 



When Does a Hydrogen Bond Become a van der Waals
Interaction? A Topological Answer
Christian Tantardini *

The hydrogen bond (H-bond) is among the most important non-
covalent interaction (NCI) for bioorganic compounds. However, no
“energy border” has yet been identified to distinguish it from van
der Waals (vdW) interaction. Thus, classifying NCIs and interpreting
their physical and chemical importance remain open to great
subjectivity. In this work, the “energy border” between vdW and
H-bonding interactions was identified using a dimer of water, as
well as for a series of classical and nonclassical H-bonding systems.
Through means of the quantum theory of atoms in molecules and
in particular the source function, it was possible to clearly identify

the transition from H-bonding to vdW bonding via analysis of the
electronic structure. This “energy border” was identified both on
elongating the interatomic interaction and by varying the contact
angle. Hence, this study also redefines the “critic angle” previously
proposed by Galvão et al. (J. Phys. Chem. A 2013, 117, 12668).
Consequently, such “energy border” through an analysis of atomic
basins volume variation was possible to identify the end of long-
range interactions. © 2019 Wiley Periodicals, Inc.

DOI:10.1002/jcc.25774

Introduction

The hydrogen bond (H-bond) is of fundamental importance in
nature, with particular importance for bioorganic compounds.
Despite its importance, the H-bond is not rigorously defined by
International Union of Pure and Applied Chemistry, stating sim-
ply that “the H-bond is an attractive interaction between a
hydrogen atom from a molecule or a molecular fragment X–H
in which X is more electronegative than H, and an atom or a
group of atoms in the same or a different molecule, in which
there is evidence of bond formation.”[1] This definition does not
necessarily differentiate between H-bonds and the weaker
van der Waals (vdW) interaction. Experimentally, the border
between them should be only represented by a sufficient
stretching of X H���Y.[2] Actually, the experimental techniques
are still working to discriminate between blurry H-bond and
vdW interaction. Thus, this ambiguity is an important hole in
our current understanding of noncovalent interactions (NCIs).
Current literature generally defines H-bonding based on geo-
metric parameters.[3] The research of an efficient way to distin-
guish between H-bond and vdW is actually of high biological
interest that should be investigated by a theoretical approach
to get a solution that cannot be obtained experimentally.

The study of chemical bonding via analysis of charge density
is now well established within the quantum theory of atoms in
molecules (QTAIM).[4,5] Within this theory, the existence of a
bond is accompanied with a bond critical point (BCP) defined
by label (3, −1): 3 corresponds to the number of eigenvalues of
the Hessian of charge density; −1 corresponds to the sum of
these eigenvalues.[5] If a BCP is located between two atoms, it
is generally accepted that a chemical bond is present between
them. However, a BCP is not always present when weak
H-bonds are present. Using 1,2-ethanediol as a model system,
Lane et al.[6] showed the presence of a blurry intramolecular
H-bond, despite the absence of a BCP located between hydro-
gen (H) and acceptor (A) atoms. Although such cases exist, the
overwhelming majority of H-bonds contain a BCP along the

bond path, and the strength of the H-bond can be evaluated
based on the contributions of the atoms to the BCP charge
density.[7] The atomic contribution to charge density at the BCP
as in any other points of the space can be successfully calcu-
lated through the topological tool based on QTAIM, the source
function (SF).[7–16]

In this work, we aim to identify the transition point between
H-bond and vdW interactions. The investigation is focused on
bond strength variation as a function of A� � �D distance (RA� � �D)
and θ(D − H� � �A) angle within a model systems for classical[7]

and nonclassical[17,18] H-bonds characterized by the presence of
A� � �H BCP. The estimation of bond strength will be evaluated
by means of the SF.[7] Furthermore, evaluation of atomic basin
volume variation will be considered to define the end of long-
range interaction in both types of H-bonds.

Theoretical Background

Bader and Gatti[8] showed that in a closed system, the contribu-
tion from an atomic basin (Ω) to the charge density, ρ, in a point
r of the space is due to the integral of Laplacian of charge
density, r2ρ, weighted as a function of its distance from the
point of interest r. This integral is over all points inside
Ω, termed r

0
, each with a respective weighting factor |r − r

0
|−1.

ρ rð Þ¼ −
1
4π

ð

Ω

dr0
r2ρ r0ð Þ
r−r0j j ¼ −

1
4π

X
Ω

ð

Ω

dr0LS r,r0ð Þ�
X
Ω

SF r,Ωð Þ

ð1Þ

Within QTAIM, the surface that bounds Ω is called the zero
flux surface.[5] This surface S is defined by all points in a space,
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rS, for which the product of the gradient of charge density, rρ,
and the normal vector, n̂, is zero:

rρ rð Þ�n̂ rð Þ¼ 0, 8r2 S rSð Þ ð2Þ

It is worth noting that the Laplacian of charge density is cor-
related to the local electronic energy through the local virial
theorem, offering a useful definition of the local source,

LS r,r0ð Þ¼ 4m

ℏ2

2G rð Þ+ V rð Þ
r−r0j j ð3Þ

where G(r) corresponds to the kinetic energy with positive
contribute, V(r) corresponds to potential energy with negative
contribute, and m is the mass of an electron. LS(r, r0) can be
interpreted as the local contribution of r0 to r. When r2ρ(r0) > 0,
then LS(r, r0) < 0 and r0 is a “sink” (depleting the charge density
at r); when r2ρ(r0) < 0, then LS(r, r0) > 0 and r0 is a “source”
(enriching the charge density at r).[7–16]

Computational Details

The dimer of water molecules was constructed to have point
group Cs. This dimer was fully optimized in vacuo using
MP2/6-31G(d,p).[19–24] PROAIM[25] wavefunction and complexation
energy (EC) were calculated at the optimized geometry using cou-
ple cluster single and double substitutions,[26–29] CCSD, and basis
set aug-cc-pVTZ.[30] The correction of basis set superposition error
associated at the EC was done through counterpoise method.[31]

At the same level of theory, a PROAIM[25] wavefunction was per-
formed along a series of RA…D distances 3.00, 3.25, 3.50, 3.75, 4.00,
4.25, 4.50, 4.75, 5.00, 6.00, 7.00, 8.00, 9.00, and 10.00 Å, and the
angle θ(D − H� � �A) was varied 160�, 150� , 140�, 130�, 120� , 110�,
100�, and 90�, maintaining fixed RA…H at 2.026 Å.

The dimers made by a molecule of water with ethane
(CH3� � �OH2), ethene (CH2� � �OH2), and ethyne (CH� � �OH2) mole-
cules in a geometrical arrangement characterized by C H� � �O
long interaction and dimers of water with ammonia (HOH� � �NH3)
and methylenimine (NH� � �OH2) molecules in a geometrical
arrangement characterized, respectively, by O H� � �N and
N H� � �O long interactions were fully optimized using MP2/6-31G
(d,p).[19–24]

A PROAIM[25] wavefunction was performed using CCSD/aug-
cc-pVTZ[26–30] at the equilibrium and elongated RA…D distances
for CH3� � �OH2 (4.00, 4.25, 4.50, 4.75, 5.00, 6.00, 7.00, 8.00, 9.00,
and 10.00 Å), CH2� � �OH2 (3.75, 4.00, 4.25, 4.50, 4.75, 5.00, 6.00,
7.00, 8.00, 9.00, and 10.00 Å), CH…OH2 (3.50, 3.75, 4.00, 4.25,
4.50, 4.75, 5.00, 6.00, 7.00, 8.00, 9.00, and 10.00 Å), HOH� � �NH3

(3.00, 3.25, 3.50, 3.75, 4.00, 4.25, 4.50, 4.75, 5.00, 6.00, 7.00, 8.00,
9.00, and 10.00 Å), and NH� � �OH2 (3.25, 3.50, 3.75, 4.00, 4.25,
4.50, 4.75, 5.00, 6.00, 7.00, 8.00, 9.00, 10.00 Å).

The restricted all-electron PROAIM[25] wavefunctions were gen-
erated in Gaussian v09 (revision D.01).[32] Location of BCPs and
subsequent calculation of SF[7] values were performed using a
modified version of the PROAIMV program.[33,34] The SF values
quoted in this article are provided in terms of SF%, which offers
a more direct numerical comparison.[7] This value is defined as[7]

SF rBCP ,Ω%ð Þ¼ SF rBCP ,Ωð Þ
ρ rBCPð Þ × 100 ð4Þ

where rBCP is the vector position of BCP being investigated.
The mean error for basin integration calculation using CCSD

wavefunction at each geometry was maintained ≤10−4. Further-
more, the final virial ratio of CCSD wavefunction at each geometry
is given in E.S.I.1,2,4-9.

Results and Discussion

The water molecules within the linear CS dimer represents an
ideal example of intermolecular H-bonding with a A…H BCP. This
therefore offers an excellent system to begin discussion. The
A� � �H BCP was first analyzed based the optimized structure, by
varying RA…D and angle θ(D − H� � �A). To identify the “energy
border” along RA� � �D, the bond distance was elongated to the
noninteracting limit, with a BCP being located at each distance.
The SF was then used to analyze the BCP composition:

SF% AHDð Þ¼ SF% Að Þ+ SF% Hð Þ+ SF% Dð Þ ð5Þ

The value of SF%(AHD) is used to describe the strength of
H-bond according to Gatti and coworkers.[7,35–37] A similar proce-
dure was subsequently performed for the θ(D − H� � �A) bond angle.

An increase of RA� � �D in the CS water dimer is associated with
a reduction of charge density at the A� � �H BCP (ρBCP), trending
to zero as RA� � �D ! 10.00 Å. Ultimately, the BCP is lost at this
limit and is taken to be indicative of the noninteracting limit of
this bond.[5] As RA� � �D is elongated, SF%(AHD) decreases and
becomes negative (Fig. 1 and Supporting Information Table S1).
SF%(AHD) changes from 1.26% to −51.73% between 3.50 and
3.75 Å RA� � �D with ρBCP changing from 0.006 to 0.004 e/Bohr3

(see Supporting Information Table S1).
To be sure that the SF changing from positive to negative

values does not intrinsically depend by the internuclear distance,
but is characteristic of passage from H-bond to VdW, a gedanken-
experiment was performed on a F2 gas phase molecule. BCP was
again generated along the F� � �F internuclear axis as the bond
was elongated to a limit of 10 Å. The SF was again calculated at
each case. However, despite loss of the BCP at the noninteract-
ing limit, the sign of SF%(FF) did not change (see results and
computational details for F2 in Supporting Information Table S2).
F2 was chosen because it is characterized by strong correlation
effects which influence the charge density and also taking into
account them there is no change in the SF sign.

Thus, such changing in the sign of SF%(AHD) can be reason-
ably associated to the passage from H-bond to vdW interaction.
So, a transition between these two interactions appears possible
based on the values of SF%(AHD). The currently performed topo-
logical analysis allowed to overcome the problem associated to
the impossibility to predict an “energy border” through consid-
eration of complexation energy (EC), which simply decreases as
RA� � �D increases (see Supporting Information Table S1).

Moreover, to better explain the causes of SF%(AHD) changing
from positive to negative, the SF contribution of each atomic
basin is considered. In Figure 1, the value of SF%(A) remains
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positive for all internuclear distances within the H-bond regime
and becomes negative as the bond is elongated further. This
change in the sign of SF% can be associated with the local con-
tribution [eq. (3)] of each atom to the A� � �H BCP. Hence, at
equilibrium, we find SF%(A) and SF%(D) > 0, which act like
“source” providing ρ to the A� � �H BCP, which compensates the
depleting of ρ from A� � �H BCP because of the “sink” effect of SF
%(H) < 0. Subsequently, as the RA� � �D increases, A changes its
“source” into “sink” effect passing from SF%(A) > 0 to SF%
(A) < 0. When the (negative) contributions of SF%(A) and SF%
(H) become larger than the (positive) contribution of SF%(D),
there is the passage from H-bond to vdW interaction (see Fig. 1).
While SF%(D) is seen to maintain its “source” effect into A� � �H
BCP at the RA� � �D increasing (see Fig. 1 and Supporting Informa-
tion Table S1).

The change of A local contribution can be the cause of
change of SF%(AHD) from positive to negative, and it can be
explained by increase in RA…D, as to a certain distance (SF%
(A) < 0), A will not be able to share its charge density along the
A� � �H bond path making an H-bond, but it will be attracted
with more strength to A nucleus, generating at the same time
an electrostatic perturbation in the A� � �H BCP due to contra-
posed effects of A (sink) and B (source) in that point. Such elec-
trostatic perturbation is so accountable for vdW interactions
and will decrease up to the end with the increase of RA� � �D.

It is worth noting that SF% values are very large in magni-
tude, and occasionally exceed 100 (Supporting Information
Table S1). The presence of SF% > 100 arises because of the
inaccuracies in the reconstruction of ρ, especially for points in
which ρ < 10−3 e/Bohr3. The same difficulties were previously
identified for the reconstruction of spin density(s) by spin den-
sity SF (SDSF).[38] These difficulties were shown to be generated
by two factors: (1) a low s, which is close to change its sign
from positive to negative; and (2) a low number of points of
radial numerical integration within core, because their s has
undergone fast variation with major difficulties in its fitting.[38]

In common, s and ρ as shown in eq. (1) are rebuilt from their
respectively Laplacian, for which for values in the order of
10−3 e/Bohr5 or lesser, the sign is uncertain with an impact on
the calculation, respectively, of SDSF[38] and SF.[10]

Thus, an increase in the number of integration points cannot
solve the above problem. As such, the calculation of SF can
only be interpreted qualitatively at points with ρ < 10−3 e/Bohr3.
Importantly, this does not affect the validity of SF in general
but does restrict from quantitative to qualitative interpretation
of the SF value for interactions composed of low density,
including weak H-bond and vdW interactions.[10]

As RA� � �D increases beyond the H-bond/vdW border, there will
be the end of vdW interactions between H and A, or simply the
end of long-range interactions. Thus, to find such limit, one can
consider the variation in volume of the atomic basin, V(Ω). In the
present case, we consider V(A) and V(H). These values are both
found to reach a maximum at RA� � �D ≈ 4.00 Å, and subsequently
decrease to a plateau (Fig. 2 and Supporting Information Table S1).

This initial increase in V results from the continued existence of
long-range interactions, and thus distortion of their “ideal” elec-
tronic distribution. However, as the strength of the interaction
decreases, the perturbation does as well and leads to restoration
of the ideal distribution (plateau); thus, the noninteraction regime
can be identified in this way.

Thus, for this reason, the initial value of plateau can be asso-
ciated to the limit of long interactions between H and A Ωs,
which in the specific case for CS dimer of water is registered to
4.50 Å RA� � �D.

Having studied the NCI boarder between H-bond and vdW
upon elongation of RA� � �D, it was worth considering the second
geometric parameter typically used to define H-bonds: angle
θ(D − H� � �A), see Supporting Information Figure S3. As already
showed by Galvão et al.,[39] closing θ(D − H� � �A) to a certain
degree, A� � �H BCP shifts from the straight line between A and
H going close to the straight line between A and D. This is due to
the strongest interaction between the electronic clouds of more
electronegative A and D with respect to direct interaction
between A and H when A and D are at sufficient distance. Galvão
et al.[39] seen this shifting angle degree θ(D − H� � �A) of 120.00
and associated it to the end of H-bond interaction calling it: “criti-
cal angle.”[39]

As done for RA� � �D, the BCP was identified as a function of
θ(D − H� � �A) for the CS water dimer. At θ=130o, that is, 10o

larger than defined by Galvão et al.[39] was found the shifting of
A� � �H BCP from straight line between A and H. Thus, within the
definition of H-bonding presented in this work, this “critical

Figure 1. (Top) CS dimer of water at the equilibrium with θ(D − H … A)
angle equal to 175.99o. Distance is defined between A and D (RA…D) and
between A and H (RA…H). Atoms are colored as H, white, and O, red. BCPs
are indicated in violet. (Bottom) Atomic basin SF percentage contributions
(SF(Ω)%) at the A…H BCP of linear Cs water dimer at varying values of RA…D.
SF%(D), black; SF%(A), blue; SF%(H), red; SF%(AHD) water, green.a
aH, D, and A are, respectively, the hydrogen atom directly involved in the H-
bond, the H-donor, and the H-acceptor oxygen atoms. [Color figure can be
viewed at wileyonlinelibrary.com]
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angle” develops a new definition. Hence, to define the “critical
angle,” it seems more appropriate to evaluate SF%(AHD) and
the EC between two dimers. SF%(AHD) was found to decreases
as θ(D − H� � �A) decreased, reaching a minimum of 61.18% at
θ = 120o. Interestingly, SF%(AHD) increased as θ was com-
pressed further, reacting 70.37% by θ = 90o (Fig. 3 and Support-
ing Information Table S4). The minimum can be defined as a
“critical angle.” Importantly, this technique is applicable to any
general system, for which a system-dependent critical angle
can be expected. Furthermore, for θ > 120o, EC is attractive
(i.e., negative), while for 90o < θ < 120o, EC is repulsive
(i.e., positive), see Supporting Information Table S4. It is not
possible to define a “critical angle” like the “energy border” pre-
viously defined, because there is not a passage from H-bond to
vdW interaction but a passage from H-bond to steric repulsion.

Two additional examples of classical H-bonds were tested:
HOH� � �NH3 and HOH� � �NH3. These systems contain O H� � �N
and N H� � �O bonds, respectively. For both systems, SF%(D)
and SF%(A) increase with increasing RA� � �D

1; thus, we see the
same behavior independent of the type of atom: SF%(D) > 0,
and increases with R, with SF%(A) changing from positive to
negative at some critical value of RA� � �D (Fig. 4 and Supporting
Information Tables S5 and S6). Furthermore, for both systems,
SF%(AHD) changes in sign (from 19.62% to −19.72% for
HOH� � �NH3; from 25.21% to −11.85% for NH� � �OH2) between
3.25 and 3.50 Å showing the “energy border” in the same place
found for the CS water dimer. The values of V(Ω) were again
monitored as a function of RA� � �D, with V(Ω)plateau corresponding
to the end of long-range interactions occurring at 5.00 and
4.75 Å for HOH� � �NH3 and NH� � �OH2, respectively (Supporting
Information Tables S5 and S6). Thus, this method of interpreting
H-bonding appears general for classical H-bonding systems.

To investigate its generality further, nonclassical H-bonds
were subsequently investigated. For this study, a dimer was con-
structed between water and one of ethane (CH3� � �OH2), ethene
(CH2� � �OH2), and ethyne (CH� � �OH2). In the first instance, this
analysis was performed simply to confirm or refute the potential

presence of H-bonds in these systems. The loss of saturation for
C C bond is associated with the increase of NCI strength as
shown by SF%(AHD): vdW interaction for CH3� � �OH2

(i.e., −133.86%) and CH2� � �OH2 (i.e., −57.94%) and H-bond for
CH� � �OH2 (i.e., 12.32%) (see Fig. 5 and Supporting Information
Tables S5 and S6). The presence of H between two more electro-
negative atoms (A, D) is not sufficient to guarantee the presence
of a H-bond, and CH3� � �OH2 and CH2� � �OH2 are such example.
Thus, we stress the inadequacy of defining H-bond simply on
geometrical criteria as those provided by Arunan et al.[1]

It is noteworthy that during the RA� � �D compression for both
CH3� � �OH2 and CH2� � �OH2, SF%(AHD) is seen to change from
negative (i.e., equilibrium) to positive (i.e., RA� � �D = 3.25 Å) pass-
ing from vdW to H-bond (Fig. 1). Going forward with compres-
sion for both dimers at RA� � �D = 2.75 Å, SF%(H) passes from
negative to positive corresponding to change from “sink” into
“source” H effect (Fig. 1; see Supporting Information Tables S7
and S8). The squeezing of RA� � �D under equilibrium distance was

Figure 3. Atomic basin SF percentage contributions (SF(Ω)%) at the A…H

BCP of linear Cs water dimer constrained from ^D−H� � �A equilibrium
(175.99�) to 90.00� . Legend: SF%(D), black; SF%(A), blue; SF%(H), red; SF%
(AHD) water, green.a
aH, D, and A are, respectively, the hydrogen atom directly involved in the H-
bond, the H-donor, and the H-acceptor oxygen atoms. [Color figure can be
viewed at wileyonlinelibrary.com]

Figure 2. Volume of atomic basin, V(Ω), of linear Cs water dimer constrained from the equilibrium (2.991 Å) to 9.000 Å of A…D distance (RA…D).
a

aH and A are, respectively, the hydrogen atom directly involved in the H-bond and the H-acceptor oxygen atom.

1 The SF values were calculated till the disappearance of A…H BCP due to the
RA…D elongation.
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already tested by Gatti et al.[7] for different intramolecular and
intermolecular H-bonds showing the same behavior seen here.
Gatti et al.[7] also compared the theoretical r2ρ evaluated at
the A� � �H BCP with those obtained by experimental charge
densities confirming the validity of SF to describe such H-
bonds. But at that time, he was not aware of the subsequent
works done by Lane et al.[6] and Galvão et al.,[39] which

described the failure of Bader’s theory associated to research of
A� � �H BCP in intramolecular H-bonds, but equally valid for such
systems in term of reduced density gradient.[40–43] Thus, he
could not postulate what we can do now about the SF%(H)
changing for short RA� � �D into intermolecular H-bonds: the
changing of H effect from “sink” (SF%(H) < 0) to “source” (SF%
(H) > 0) is the end of H-bond due to the failing of necessary

Figure 4. Atomic basin SF percentage
contributions (SF(Ω)%) at the A…H BCP of
dimers of water paired, respectively, with (top)
ammonia (HOH…NH3) from the equilibrium
(2.961 Å) to 4.250 Å A…D distance (RA…D),
(bottom) methylenimine (NH…OH2) from the
equilibrium (3.174 Å) to 4.250 Å RA…D. Legend
of graph: SF%(D), black; SF%(A), blue; SF%(H),
red; SF%(AHD) water, green.a Atoms are
colored as H, white; O, red; and N, blue. BCPs
are indicated in violet.
aH, D, and A are, respectively, the hydrogen
atom directly involved in the H-bond, the
H-donor oxygen atom for HOH…NH3 (nitrogen
for HOH…NH3), and the H-acceptor nitrogen
for HOH…NH3 (oxygen for HOH…NH3). [Color
figure can be viewed at wileyonlinelibrary.com]

Figure 5. Atomic basin SF percentage contributions (SF(Ω)%) at the A…H BCP of dimers of water paired respectively with a) ethane (CH3…OH2) from 2.500 Å
(equilibrium equal to 3.826 Å) to 4.250 Å of A…D distance (RA…D), b) ethene (CH2…OH2) from 2.500 Å (equilibrium equal to 3.624 Å) to 4.250 Å of A…D
distance (RA…D), and c) ethyne (CH…OH2) from the equilibrium (3.624 Å) to 4.250 Å of A…D distance (RA…D). Legend: SF%(D), black; SF%(A), blue; SF%(H),
red; SF%(AHD) water, green.a Atoms are colored as H, white; O, red; and C, gray. BCPs are indicated in violet.
aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor carbon atom, and the H-acceptor oxygen atom. [Color figure
can be viewed at wileyonlinelibrary.com]
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condition consisting into hydrogen atom, which attracts on
itself charge density from two closest more electronegative
atoms.

The H-bonding boarder in CH� � �OH2 was found at
ca. RA� � �D = 3.50 Å, identified as SF%(AHD) changed from
11.99% to −31.42%, that is, from positive to negative. The non-
interacting limit observed in the nonclassical H-bonds exhibited
the same behavior as for the classical examples corresponding
to V(A) and V(H) plateau. This limit was identified in CH� � �OH2

at ca. RA� � �D = 4.75 Å and in both CH2� � �OH2 and CH3� � �OH2 at
ca. RA� � �D = 5.00 Å (Fig. 6 and Supporting Information
Tables S7–S9).

Thus, it appears that for both classical and nonclassical
H-bond systems, the SF is able to determine and reveal the
consequences of chemical transferability,[4,5,43–46] confirming
again to be a robustness descriptor.

Conclusions

The model systems for classical and nonclassical H-bonds gave
results, which can be generalized for the other systems: (1) the
“energy border” is fixed to null value of SF%(AHD) at the A� � �H
BCP; (2) vdW interaction is characterized by negative value of
SF%(AHD) at the A� � �H BCP and the weakness of vdW increases
with the magnitude of SF%(AHD); (3) a “critical angle” must be
defined not simply through geometric criteria proposed by Gal-
vão et al.,[39] but looking for the effective interactions to A� � �H
BCP through SF%(AHD) in that critical point or looking for the
EC changing from negative to positive; and (4) the limit of long-
range interactions can be found through an analysis of atomic

basins volume variation for both A and H Ωs looking for its first
value of plateau respect to RA� � �D increasing.
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E.S.I.1 Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, charge densities (ρBCP), and complexation energy (EC) at the 

A…H BCP of linear Cs water dimer (universal proton acceptor and donor) from equilibrium (eq) A…D distance (RA…D) to 9 Å.a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) 

 

SF%(H) 

 

SF%(D) 

 

SF%(AHD) EC 

(kcal/mol) 

V(H) 

(bohr3) 

V(A) 

(bohr3) 

2.991(eq) 2.001030 1.99711E-02 23.88 -47.16 85.21 61.93 -4.54 14.8981 144.6626 

3.000 2.001035 1.95435E-02 23.41 -48.44 86.32 61.29 -4.53 15.0768 144.9388 

3.250 2.001116 1.08531E-02 6.28 -92.07 123.37 37.58 -4.03 18.7861 148.3012 

3.500 2.001136 6.14801E-03 -19.33 -156.68 177.27 1.26 -3.28 21.1639 150.9800 

3.750 2.001132 3.51638E-03 -57.99 -251.06 257.32 -51.73 -2.60 22.6195 152.8448 

4.000 2.001121 2.02207E-03 -116.85 -393.99 376.78 -134.05 -2.05 22.9766 153.5425 

4.250 2.001110 1.16459E-03 -209.43 -610.32 555.83 -263.91 -1.62 22.4659 152.9745 

4.500 2.001100 6.67747E-04 -355.91 -942.65 827.83 -470.73 -1.30 21.6824 152.0268 

4.750 2.001092 3.79178E-04 -593.80 -1462.92 1251.55 -805.17 -1.05 21.7856 152.0801 

5.000 2.001087 2.14060E-04 -984.68 -2282.93 1911.76 -1355.85 -0.87 21.7395 151.8886 

6.000 2.001074 2.56179E-05 -5991.95 -11897.67 9500.97 -8388.65 -0.44 21.7743 151.4103 

7.000 2.001069 4.16692E-06 -27058.47 -49506.69 38427.93 -38137.22 -0.26 21.8438 151.1014 

8.000 2.001067 7.42468E-07 -113947.15 -203073.23 154776.17 -162244.21 -0.17 22.1140 151.1922 

9.000 2.001065 1.07887E-07 -598563.64 -1071684.82 808414.39 -861834.07 -0.11 21.9505 151.1739 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor, and the H-acceptor oxygen atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.2. Source Function percentage contributions (SF%) charge densities (ρBCP), and virial ratio, -V/T, at the A…H BCP of linear F2 dimer from the equilibrium (eq) to 

10 Å of F…F distance (RF…F).b  

RFF 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(F1) 

 

SF%(F2) SF%(FF) 

 

1.058(eq) 2.000746 0.29782 49.99 49.99 99.98 

2.000 2.001770 1.95435E-02 49.96 49.97 99.93 

4.000 2.001886 1.08531E-02 50.00 49.99 99.98 

6.000 2.001643 6.14801E-03 49.96 49.98 99.94 

8.000 2.001339 3.51638E-03 49.93 49.95 99.88 

10.000 2.001092 2.02207E-03 50.07 50.08 100.15 

bComputational Details: The F2 dimer was optimized in vacuo using CCSD/aug-cc-pVTZ[1-5]  and subsequently it was performed a PROAIM[6] wavefunction at the 

equilibrium and elongated RA…D distances at the same level of theory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.3. Pictures of water dimer CS constrained undergone ��� � � … �� angle variation from 90 to 175.99 deg. [equilibrium (eq)]. In the picture is seen the distance 

between A and D (RA…D) and the distance between A and H (RA…H). The hydrogen is withe, oxygen red and the A…H BCP is violet.a  

 

 

 

 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor, and the H-acceptor oxygen atoms. 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.4. Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, charge densities (ρBCP), and complexation energy (EC) at the 

A…H BCP of linear Cs water dimer (universal proton acceptor and donor) evaluated at different bond angle ��� � � … �� from the equilibrium (eq) to 90 deg. with 

fixed A…H distance at the equilibrium.a  

��� − � … ��  

(deg.) 

-V/T ρBCP  

(e/bohr3) 

SF%(A) 

 

SF%(H) 

 

SF%(D) SF%(AHD) EC 

(kcal/mol) 

175.994(eq) 2.001030 1.99711E-02 23.88 -47.16 85.21 61.93 -4.54 

160 2.001015 1.99625E-02 23.50 -48.05 84.73 60.18 -4.40 

150 2.000992 2.00887E-02 23.31 -45.98 83.42 60.75 -4.09 

140 2.000957 2.03721E-02 23.12 -42.17 80.69 61.64 -3.57 

130 2.000902 2.09150E-02 22.99 -36.73 75.18 61.43 -2.77 

120 2.000817 2.18896E-02 22.71 -25.54 64.01 61.18 -1.56 

110 2.000682 2.36669E-02 22.57 -0.51 40.39 62.45 0.33 

100 2.000459 2.73909E-02 23.68 16.44 24.98 65.10 3.42 

90 2.000082 3.56930E-02 27.55 15.35 27.47 70.37 8.72 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor, and the H-acceptor oxygen atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.5  Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, and charge densities (ρBCP) at the A…H BCP dimer of water 

used like universal proton donor and paired with ammonia (HOH…NH3) from the equilibrium (eq) to 9 Å of A…D distance (RA…D).a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) SF%(H) SF%(D) SF%(AHD) V(H) 

(bohr3) 

V(A) 

(bohr3) 

2.961(eq) 2.001030 2.74356E-02 11.55 -28.20 67.43 

 

50.79 13.42240 129.51746 

3.000 2.001035 2.51576E-02 8.71 -32.21 70.94 

 

47.45 14.11854 130.35740 

3.250 2.001116 1.44443E-02 -14.33 -65.04 99.00 

 

19.62 17.93807 135.51912 

3.500 2.001136 8.42700E-03 -47.18 -111.47 138.92 

 

-19.72 20.71902 139.39096 

3.750 2.001132 4.98275E-03 -94.31 -179.06 196.01 

 

-77.37 22.61936 142.26542 

4.000 2.001121 2.97029E-03 -162.52 -277.40 278.03 

 

-161.90 23.55659 143.97894 

4.250 2.001110 1.77879E-03 -262.89 -420.79 397.23 

 

-286.45 23.57531 144.59983 

4.500 2.001100 1.06557E-03 -413.40 -631.85 571.65 

 

-473.60 22.69093 143.67168 

4.750 2.001092 6.35453E-04 -643.03 -948.03 830.24 -760.82 22.06621 142.88900 

5.000 2.001087 3.76334E-04 -999.01 -1427.61 1219.47 -1207.15 21.89798 142.43647 

6.000 2.001074 4.94019E-05 -5385.05 -6950.07 5618.29 -6716.84 22.05277 142.24181 

7.000 2.001069 8.36097E-06 -23100.00 -27928.76 21986.08 -29042.68 22.16695 142.19304 

8.000 2.001067 1.68048E-06 -85549.16 -101417.84 78349.76 -108617.25 22.24395 142.03907 

9.000 2.001065 2.85682E-07 -383739.65 -454396.72 347189.56 -490946.81 22.27528 142.01707 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor oxygen atom, and the H-acceptor nitrogen atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.6. Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, and charge densities (ρBCP) at the A…H BCP dimer of water 

used like universal proton acceptor and paired with methylenimine (NH…OH2) from the equilibrium (eq) to 9 Å of A…D distance (RA…D).a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) 

 

SF%(H) 

 

SF%(D) 

 

SF%(AHD) V(H) 

(bohr3) 

V(A) 

(bohr3) 

3.174(eq) 2.001062 1.63712E-02 16.40 -48.09 65.88 34.19 26.86415 145.10014 

3.250 2.001091 1.38584E-02 11.76 -59.04 72.49 25.21 28.06734 146.20832 

3.500 2.001142 8.09494E-03 -6.95 -104.46 99.56 -11.85 31.25626 149.44408 

3.750 2.001158 4.78413E-03 -33.46 -170.56 137.99 -66.03 33.38887 151.91841 

4.000 2.001160 2.84310E-03 -71.38 -268.26 193.61 -146.03 34.42338 153.27492 

4.250 2.001157 1.69211E-03 -125.82 -413.70 273.61 -265.91 34.54959 153.57679 

4.500 2.001152 1.00362E-03 -206.50 -633.10 390.57 -449.02 33.72858 152.83382 

4.750 2.001148 5.89898E-04 -329.88 -969.67 564.84 -734.70 33.29444 152.22313 

5.000 2.001144 3.43842E-04 -523.62 -1492.81 827.18 -1189.25 33.28191 152.04093 

6.000 2.001134 4.46878E-05 -2720.94 -7464.19 3548.95 -6636.18 33.21997 151.82836 

7.000 2.001130 7.50510E-06 -10975.97 -30423.49 12879.26 -28520.21 33.25315 151.64553 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor oxygen atom, and the H-acceptor nitrogen atom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.7. Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, and charge densities (ρBCP) at the A…H BCP of dimer of water 

used like universal proton acceptor and paired with ethane (CH3…OH2) constrained from 2.5 Å, passing for the equilibrium (eq), to 9 Å of A…D distance (RA…D).a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) SF%(H) SF%(D) SF%(AHD) V(H) 

(bohr3) 

V(A) 

(bohr3) 

2.500 1.998945 8.66887E-02 43.10 19.00 14.35 76.44 22.7540 134.5110 

2.750 1.999904 4.76416E-02 37.42 7.79 17.84 63.05 30.4282 139.4922 

3.000 2.000378 2.64881E-02 28.98 -9.57 23.21 42.63 36.8462 143.6605 

3.250 2.000604 1.50211E-02 15.99 -35.14 30.58 11.43 41.9022 147.1979 

3.500 2.000706 8.70481E-03 -3.42 -72.29 40.11 -35.61 45.7163 150.0316 

3.750 2.000749 5.10433E-03 -32.86 -127.05 53.87 -106.04 48.3070 152.2154 

3.826(eq) 2.000755 4.34794E-03 -44.37 -148.42 58.94 -133.86 48.8791 152.7036 

4.000 2.000765 3.00643E-03 -77.43 -209.02 72.97 -213.48 49.8119 153.3869 

4.250 2.000769 1.76889E-03 -146.26 -333.72 101.52 -378.47 50.3307 153.4352 

4.500 2.000769 1.03543E-03 -254.75 -526.43 142.73 -638.45 49.6699 152.3808 

4.750 2.000768 6.01766E-04 -427.82 -827.22 205.34 -1049.70 49.3310 151.7815 

5.000 2.000767 3.48332E-04 -705.00 -1297.58 295.69 -1706.89 49.2787 151.4977 

6.000 2.000763 4.25310E-05 -4458.24 -7115.44 1281.79 -10291.89 49.4584 151.3306 

7.000 2.000762 6.16966E-06 -23552.67 -34347.89 5136.91 -52763.66 49.6096 151.2457 

8.000 2.000761 9.75617E-07 -114034.65 -164088.14 22815.31 -255307.47 49.9892 151.5129 

9.000 2.000761 1.30644E-07 -663217.31 -965881.74 124329.81 -1504769.24 50.1866 151.7029 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor carbon atom, and the H-acceptor oxygen atom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.8. Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, and charge densities (ρBCP) at the A…H BCP of dimer of water 

used like universal proton acceptor and paired with ethene (CH2…OH2) constrained from 2.5 Å, passing for the equilibrium (eq), to 9 Å of A…D distance (RA…D).a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) SF%(H) SF%(D) SF%(AHD) V(H) 

(bohr3) 

V(A) 

(bohr3) 

2.500 1.999009 9.04694E-02 44.82 18.95 16.58 80.35 21.0162 133.5497 

2.750 2.000025 4.91259E-02 38.69 8.17 21.34 68.20 29.2527 138.8243 

3.000 2.000521 2.70427E-02 29.96 -9.35 28.17 48.79 35.7532 143.1341 

3.250 2.000753 1.51827E-02 16.76 -35.91 37.80 18.66 40.7985 146.8547 

3.500 2.000857 8.71336E-03 -2.96 -74.79 50.80 -26.96 44.5520 149.7708 

3.624(eq) 2.000884 6.64342E-03 -16.29 -100.59 58.95 -57.94 45.9606 151.0083 

3.750 2.000900 5.06105E-03 -32.88 -132.46 68.68 -96.65 47.1711 151.8730 

4.000 2.000916 2.95393E-03 -78.63 -219.54 94.13 -204.04 48.5830 152.9297 

4.250 2.000920 1.72237E-03 -150.04 -353.25 130.20 -373.09 49.0355 153.1393 

4.500 2.000919 9.99159E-04 -262.97 -561.62 182.22 -642.36 48.2610 152.2117 

4.750 2.000918 5.75561E-04 -444.81 -889.91 258.15 -1076.57 47.8494 151.7608 

5.000 2.000916 3.30222E-04 -738.51 -1407.88 367.10 -1779.29 47.7665 151.4400 

6.000 2.000912 3.95812E-05 -4747.49 -7872.66 1363.41 -11256.75 47.9618 151.4880 

7.000 2.000910 5.82234E-06 -24751.36 -37376.82 4165.28 -57962.90 48.4399 151.4452 

8.000 2.000909 9.51694E-07 -116639.49 -171757.66 11447.94 -276949.21 48.3794 151.2230 

9.000 2.000909 1.29133E-07 -671336.54 -994015.04 31016.26 -1634335.32 48.2269 151.0422 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor carbon atom, and the H-acceptor oxygen atom. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.9. Source Function percentage contributions (SF%), volume of atomic basin, V(Ω), virial ratio, -V/T, and charge densities (ρBCP) at the A…H BCP of dimer of water 

used like universal proton acceptor and paired with ethyne (CH…OH2) constrained from the equilibrium (eq) to 9 Å of A…D distance (RA…D).a  

RA…D 

(Å) 

-V/T ρBCP 

(e/bohr3) 

SF%(A) SF%(H) SF%(D) SF%(AHD) V(H) 

(bohr3) 

V(A) 

(bohr3) 

3.624(eq) 2.001296 1.24582E-02 11.99 -55.22 55.55 12.32 35.8627 148.0937 

3.500 2.001361 7.69551E-03 -7.27 -96.51 72.36 -31.42 38.4701 150.5169 

3.750 2.001391 4.37974E-03 -41.65 -168.78 99.18 -111.25 40.5029 152.5554 

4.000 2.001399 2.50425E-03 -95.07 -279.94 136.59 -238.42 41.4978 153.4505 

4.250 2.001398 1.43067E-03 -180.29 -453.17 189.44 -444.02 41.4118 153.2923 

4.500 2.001395 8.14002E-04 -316.97 -726.79 264.36 -779.40 40.6206 152.2154 

4.750 2.001392 4.59937E-04 -542.59 -1164.37 370.35 -1336.61 40.4921 151.8482 

5.000 2.001389 2.57973E-04 -916.38 -1872.35 519.27 -2269.46 40.5011 151.6991 

6.000 2.001383 2.71975E-05 -6558.76 -11880.14 1667.17 -16771.73 40.7703 151.4848 

7.000 2.001380 3.61298E-06 -37137.31 -63177.98 1753.91 -98561.37 40.8875 151.5105 

8.000 2.001379 5.53800E-07 -185057.03 -309834.47 -19996.38 -514887.88 40.9496 151.4201 

9.000 

2.001379 

6.99752E-08 

-

1146278.66 -1934928.04 -275184.19 -3356390.89 41.0119 151.4043 

aH, D, and A are, respectively, the hydrogen atom directly involved in the H-bond, the H-donor carbon atom, and the H-acceptor oxygen atom. 
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CHAPTER II 

Application of Quantum Chemical Topology in the study of non-covalent 

interactions within Oxicams 

 

Summary: 

This chapter starts with a description in details of the crystal structure of meloxicam polymorph I, in which 

different types of non-covalent interactions (NCIs) are present. Two controversial models were previously 

proposed by Cheney et al. (Supramolecular Architectures of Meloxicam Carboxylic Acid Cocrystals, a 

Crystal Engineering Case Study, Cryst. Growth Des., 2010, 10, 4401–4413, DOI: 10.1021/cg100514g) and 

Tumanov et al. (Are meloxicam dimers really the structure-forming units in the ‘meloxicam–carboxylic 

acid’ co-crystals family? Relation between crystal structures and dissolution behavior, CrystEngComm, 

2012, 14, 305–313, DOI: 10.1039/C1CE05902E) for describing the NCIs in this system. They argued about 

the main structural motifs and the presence of particular types of interactions within the structure but 

both relied on geometrical parameters only. We resolved the controversial questions addressed in the 

previous studies and represented a new model of NCIs supported by a number of computational tools, 

namely Hirshfeld surface analysis, DFT calculations, and reduced density gradient (RDG) analysis. For more 

precise investigation, the structure of meloxicam polymorph I was initially taken from the experimental 

X-ray diffraction data, measured at lowered temperature (100 K) as a part of this work, and then fully 

optimized by solid-state PW-DFT calculations. 

A strong point of this work is the combination of different methods which allow seeing the system from 

all sides. Our study demonstrates how the final model of NCIs can be eventually found from a detailed 

step-by-step analysis by means of different computational tools. We think that the methodology and 

results described in the present work will be useful for further studies of not only meloxicam and its co-

crystals but also many other compounds with similar structural features. 

Subsequently, the chapter describes as a co-crystal was obtained from powder samples of a 1:1 co-crystal 

of meloxicam [4-hydroxy-2-methyl-N-(5-methyl-1,3-thiazol-2-yl)-1,1-dioxo-2H-1λ6,2-benzothiazine-3-

carboxamide], MXM, with benzoic acid, BZA, via liquid-assisted co-grinding using as fluid additives 

solvents with different polarity: benzene, toluene, ortho-xylene, meta-xylene, para-xylene, THF and 

water. Single crystals of this co-crystal were crystallised from a THF solution. Crystal structure was solved, 

and non-covalent interactions in this structure were analysed.  

The low aqueous solubility of this co-crystal is different to the values reported earlier for MXM co-crystals 

with other co-formers with aromatic molecular fragments. To rationalize this fact, we have analysed the 

non-covalent interactions in all the MXM co-crystals deposited in the most recent version of the 

Cambridge Database. The results of this analysis suggest that both the interactions in the initial crystals 

(weaker binding between MXM molecules in co-crystals, as supposed in Tumanov, N.A., Myz, S.A., 

Shakhtshneider, T.P. & Boldyreva, E.V. (2012). CrystEngComm 14: 305)and the possibility to form 

molecular clusters between MXM and a co-former in aqueous solution [Cysewski, P. (2018) J. Mol. Model 

24:112]  are important for the solubility of MXM co-crystals in water. In particular, the π…π interactions 

between a co-former and MXM molecule in a co-crystal favour the aqueous solubility. 

Furthermore, this chapter gives a sound reply to an experimentally unsolved question, concerning the 

possibility to find tenoxicam (TXM) within crystal structures only in the zwitterionic form with respect to 

other oxicams, which are typically present in β-keto-enolic form. Oxicams are active pharmaceutical 

ingredients belonging to a class of nonsteroidal anti-inflammatory drugs amply used in the last years for 
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the cancer treatment. Due to their limited solubility in aqueous solution there is a demand to increase it 

by creation of co-solvates with different partners. Among all possible keto-enolic forms, the zwitterionic 

form has the highest water solubility that makes TXM as a highly promising candidate for medical 

treatment with respect to other oxicams. Up to now, the causes of this TXM phenomenon were unknown 

leaving it as an open question of last decades. Investigation performed in this work revealed for the first 

time the S-bond, a non-covalent interaction between S-atom of thiophen unit and oxygen of carbonyl 

group, to be the driving force of TXM crystallization. This study further confirms the importance of S-bond 

in the drug design although nowadays it is still underestimated as stated by Beno et al. [B. R. Beno, K-S 

Yeung, M. D. Bartberger, L. D. Pennington, N. A. Meanwell, J. Med. Chem, 2015, 58 (11), 4383–4438]. Our 

findings highlight the importance of S-bond, which could play a key role in other molecular systems. The 

strong point of this work is the joint use of different experimental approaches in liquid and solid state 

together with high-level calculations. The latter give results in agreement with experimental data that 

allows the discrimination of the driving force of TXM crystallization.  

Conclusions: 

• In the case of MXM co-crystals with non-aromatic carboxylic acids, both 

• H-bonds and π…π interactions are similar and the different solubility behavior can be 

related to the different carbon chain length of the carboxylic acids.  

• In the case of the MXM cocrystals with aromatic carboxylic acids, the H-bonds are 

similar, but π…π interactions are different, and this latter difference can account for the 

differences in the dissolution behavior. 

• In the case of MXM-BZA co-crystals, the weakness of the π…π interactions between the 

MXM and the BZA molecules prevents the formation of complex made by a MXM 

molecule and a co-former in solution, and the solubility falls down, almost to the level 

of pure MXM, because the solubility is higher for those structures, in which there are 

the π…π interactions between aromatic co-former and MXM, like in most co-crystals 

with aromatic co-formers at exception of  MXM-BZA co-crystal. 

• The main motif in the crystal structure of meloxicam polymorph I is a repeating dimeric 

unit (denoted as fragment A in this study) formed via the medium-strength N–H∙∙∙O 

hydrogen bonds. The other molecular pair within the crystal structure (fragment B in the 

present study) is linked by two types of weaker van der Waals interactions, namely the 

S∙∙∙O and O–H∙∙∙O contacts, both being present in the structure. This can be useful for 

further studies of meloxicam co-crystals and analogous compounds. 

• The polarity of a solvent modulates the TXM keto-enol equilibrium in solution with the 

dominance of the BKE form in low polarity solvents and the ZWC form in high polarity 

solvents. 

• Regardless of the starting conformation, the crystallization process always leads to the 

ZWC form within the crystal structures. This makes the variation of solvent polarity to 

crystallize TXM in one or another keto-enolic form meaningless. 

• The S-bond between the thiophenyl ring and carbonyl oxygen according to the analysis 

of intra-molecular interactions via the NBO theory shown that S-bond is significantly 

stronger for the ZWC form as compared to that for the flatten BKE form; this directs the 

crystallization of TXM only in the ZWC form. 
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A B S T R A C T

In crystals, molecules are linked by different types of non-covalent interactions (NCIs). Sometimes it can be an
intricate task to define without resorting to calculations what type of NCIs is mainly responsible for maintaining
the structure. One of such examples is meloxicam in the polymorphic form I, for which two controversial models
describing NCIs are known to date. These models proposed by Cheney et al. (2010), and Tumanov et al. (2012),
differ in structural motifs and a presence of particular types of interactions therein. However, they both rely on
geometrical parameters only and were not confirmed quantitatively. Here we show the final model of NCIs
within the crystal structure of meloxicam polymorph I supported by DFT calculations, Hirshfeld surface analysis
and reduced density gradient (RDG) investigation. We found that both types of weak van der Waals interactions
described in the previously proposed models (namely, S⋯O and OeH⋯O contacts) are actually present in the
structure and take part in linking the NeH⋯O-bonded meloxicam dimers with each other. These dimers are
formed by medium-strength H-bonds and represent the main building blocks of the structure. Our study de-
monstrates how a model of NCIs can be unambiguously revealed by means of different computational tools. We
hope that the results obtained in the present work will be useful for further studies of meloxicam, its co-crystals
and analogous compounds.

1. Introduction

Non-covalent interactions (NCIs) are important for organic, in-
organic and biological systems [1–6] but complicated to study at the
same time [7,8]. They encompass a large number of interactions of
different nature, such as hydrogen bonds, CH–π and π–π interactions,
dipole-dipole interactions, steric repulsion, London dispersion and
others [9]. The competition between different types of NCIs during a
crystallisation process leads to the formation of a particular three-di-
mensional structure. In spite of a notable advance in the field of crystal
structure prediction, it is still impossible to fully govern NCIs in de-
signing new crystal forms [10]. Nevertheless, plenty of tools have been
devised to distinguish and analyse them in the already obtained crystal
structures [11–15]. Applying a combination of these tools to an object
of study, researchers can understand better how their structure is
formed and reveal more details in it.

One of the challenging systems for describing NCIs is meloxicam (MXM),
4-hydroxy-2-methyl-N-(5-methyl-2-thiazolyl)-2H-1,2-benzothiazine-3-carbo-

xamide-1,1-dioxide (Fig. 1), a non-steroidal anti-inflammatory drug of the
oxicam family, selectively inhibiting COX-2 enzymes [16,17]. During the last
decades, the interest in the investigation of meloxicam was mainly focused
on enhancing its poor aqueous solubility [18] and dissolution rate [19]
through co-crystallisation with different carboxylic acids [20–28]. In order to
rationalise the different dissolution behaviour of meloxicam and its co-
crystals, their crystal structures have been comprehensively studied with
respect to structure-forming units and intermolecular interactions. As a re-
sult, two controversial models were proposed for the structure of meloxicam
in the polymorphic form I [26,27]. Cheney et al. [26] claimed that the MXM
molecules form infinite chains sustained by NeH⋯O(]S) hydrogen bonds
and S(thiazole)⋯O(hydroxyl) interactions (Fig. 2a) and selected two poten-
tial supramolecular synthons for co-crystal formation (fragments A and B in
Fig. 2a). Besides that, they reported that the MXM dimers constituting
fragment B in polymorph I serve as structure-forming units in many MXM
co-crystals [26]. Subsequently, Tumanov et al. [27] argued that the mole-
cular fragment B can be hardly considered a dimer and supramolecular
synthon for building the structures. In their interpretation (Fig. 2b), it
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represents a molecular pair sustained by very weak OeH⋯O(]C) interac-
tions and formed virtually due to steric effects [27]. Thus, for meloxicam
polymorph I the authors supposed different structural motifs (infinite chains
by Cheney et al. [26]; a repeating dimeric unit by Tumanov et al. [27]) and
reported different non-covalent interactions linking the MXM molecules in
fragment B (S⋯O interactions by Cheney et al. [26] and OeH⋯O(]C) in-
teractions by Tumanov et al. [27]). However, both proposed models were
built based on geometrical consideration only so neither of them can be
unambiguously called correct or incorrect without any quantitative analysis.

In this work, we aimed to give the final answer which model best
describes the NCIs within the structure of meloxicam polymorph I. The
system has been explicitly investigated using an approach that com-
bines an experimental structure analysis and solid-state DFT calcula-
tions. Particularly, we have calculated the energies of the above-men-
tioned fragments A and B and analysed Hirshfeld surfaces and reduced
density gradient plots to see the strength of NCIs between the MXM
molecules. Thus, the final model proposed in the present work has been
supported by several tools for consideration of intermolecular interac-
tions at once.

2. Experimental details

Meloxicam was purchased from Sigma-Aldrich Co. Ltd and was re-
crystallised by slow evaporation from methanol solution in order to
obtain a single crystal.

Crystal data, data collection and structure refinement details are
summarised in Table 1. The crystal structure of meloxicam polymorph
I, previously refined at room temperature (CSD refcode: SEDZOQ) [16],

was now determined at 100 K (CSD refcode: 1875635) to minimize the
atomic anisotropic displacements.

Single-crystal X-ray diffraction was carried out using an Oxford
Diffraction Gemini R Ultra diffractometer with Mo-Kα radiation
(λ=0.71073 Å), a Ruby CCD 2D detector and a graphite mono-
chromator. A low-temperature Oxford Instruments CryojetHT device
was used for varying temperature.

All H atoms were initially located in a difference Fourier map. The
H2N and H3O atoms (see Table S1 and Fig. S2 in the Supplementary
material) were refined isotropically. The positions of all other H atoms

Fig. 1. Molecular structure of meloxicam.

Fig. 2. Two models of non-covalent interactions within the crystal structure of meloxicam polymorph I proposed by Cheney et al. [26] (a) and Tumanov et al. [27]
(b). Two potential supramolecular synthons are denoted as fragments A and B. Different NCIs proposed by the different authors for linking the molecules in fragment
B are labelled with numbers: 1 and 1′ for OeH⋯O(]C) interactions; 2 and 2′ for S(thiazole)⋯O(hydroxyl) interactions (the prime symbol denotes the interactions
which are identical by symmetry). The colour scheme is as follows: yellow for sulphur, red for oxygen, turquoise for nitrogen, grey for carbon, white for hydrogen;
light green dot lines correspond to H-bonds; violet dot lines denote vdW interactions.

Table 1
Single-crystal X-ray diffraction data collection and refinement details for me-
loxicam polymorph I at 100 K.

Crystal data

Chemical formula C14 H13 N3 O4 S2
Mr 351.39
Crystal system, space group Triclinic, P1̄
Temperature (K) 100(2)
a, b, c (Å) 6.88045(4), 8.06575(4), 13.50833(5)
α, β, γ (°) 86.1717(4), 88.5527(4), 75.4600(5)
V 724.00(1)
Z 2
Radiation type Mo Kα1
μ (mm−1) 0.39
Crystal size (mm) 0.33× 0.18×0.11

Data collection
Diffractometer Xcalibur, Ruby, Gemini Ultra
Absorption correction Multi-scan

CrysAlis PRO 1.171.38.43 (Rigaku Oxford
Diffraction, 2015)

Tmin, Tmax 0.831, 1.000
No. of measured independent and

observed
[I > 2σ(I)] reflections

100267, 7194, 6980

Rint 0.034
(sin θ/λ)max (Å−1) 0.840

Refinement
R[F2 > 2σ(F2)], wR(F2), S 0.023, 0.068, 1.08
No. of reflections 7194
No. of parameters 218
H-atom treatment H atoms were treated by a mixture of

independent and constrained refinement
Δρmax, Δρmin (e Å−3) 0.57, −0.32
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were subsequently optimized geometrically and refined using a riding
model, with the following assumptions and restraints: CeH=0.95 Å
and Uiso(H)= 1.2Ueq(C) for all CeH groups, CeH=0.98 Å and
Uiso(H)= 1.5Ueq(C) for CH3 groups.

3. Computational details

The experimental structure of meloxicam polymorph I refined at
100 K was fully optimized through plane-wave density functional
theory (PW-DFT) using the PW86PBE [29,30] exchange–correlation
functional in combination with the exchange-hole dipole moment
(XDM) dispersion correction [31,32] with damping parameters
(a1= 0.6836 and a2= 1.5045). This DFT functional with the XDM
correction was reported to give the lowest mean absolute percentage
deviation between the calculated and experimental energies (namely,
11.7%), compared with other DFT functionals [31,32]. The wave
function energy cut-off and the kinetic energy cut-off were set to 46 Ry
and 460 Ry, respectively. The ionic positions were allowed to relax until
the force on each atom was less than 10−8 Ry/Bohr and the total energy

converged to 10−8 Ry. In addition, the optimized geometry was con-
firmed by phonon calculation with a 10−14 Ry convergence threshold
for self-consistency to represent a genuine minimum on the potential
energy surface (PES) as indicated by the absence of any imaginary vi-
brational frequencies (Table S4 in the Supplementary material). All PW-
DFT calculations were performed using Quantum ESPRESSO (version
5.4) [33]. The root-mean-square deviation (RMSD) of the calculated
structure from the experimental one was equal to 0.697, indicating a
good correspondence between the models. The comparison of all bond
lengths from the experimental and the optimized structures with those
coming from neutron diffraction studies reported in literature [34]
showed the differences not exceeding 2%.

The energies of different molecular pairs within the fully optimized
structure of meloxicam were calculated with Tonto program [35] as
implemented in CrystalExplorer (Version 17.5) [36]. The calculations
were performed using B3LYP functional [37] with the Grimme’s em-
pirical dispersion correction D2 [38] and cc-pVTZ local basis set [39].
This level of theory was reported to provide accurate calculations of
energies of intermolecular interactions in molecular crystals [40].
Hirshfeld surface analysis [11,41–44] was carried out for the fully op-
timized structure using Crystal Explorer (Version 17.5) [36].

The investigation of NCIs has been carried out for the fully opti-
mized structure of meloxicam through the plots of the reduced density
gradient (RDG, defined as s=1/(2(3π2)1/3)|∇ρ|/ρ4/3) versus sign(λ2)ρ
(λ2 is the second electron-density Hessian eigenvalue) and the RDG
isosurfaces (s=0.05 a.u.) [12,45–47] were drawn for the fully opti-
mized structure using CRITIC2 program [48,49].

Table 2
Geometrical parameters of intermolecular interactions shown in the Fig. 2 (the NeH···O H-bond in fragment A; the OeH···O and S···O contacts in fragment B). The
values of parameters correspond to the experimental structure refined at 100 K (Exp.) and the fully optimized structure (Calc.).

Non-covalent interaction (numeration according to Fig. 2) RD..Aa,b (Å) RH..Aa,b (Å) RD..Ha,b (Å) ∠A–H–Db,c (°)

Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc.
NeH···O 2.9695(7) 3.010 2.14(1) 2.004 0.85(1) 1.026 163(1) 165.63

1, 1′ OeH···O 3.1872(6) 3.083 2.71(2) 2.631 0.89(1) 1.008 115(1) 107.13
2, 2′ S···O 3.2205(5) 3.274 – – – – – –

a R is the distance between the two atoms indicated in the subscript.
b H, D, and A are the hydrogen directly involved in the interaction, the H-donor, and the H-acceptor atoms, respectively. For the S···O interaction, D and A symbols

correspond to the atoms directly involved in the interaction: sulphur and oxygen, respectively.
c ∠A–H–D is the angle formed by the hydrogen directly involved in the interaction, the H-donor, and the H-acceptor atoms.

Table 3
The total energies (ETOT) of fragments A and B (as indicated in Fig. 2) within
the crystal structure of meloxicam subdivided into four contributions: electro-
static (Eele), polarization (Epol), dispersion (Edisp) and repulsion (Erep).a

Fragment Eele Epol Edisp Erep ETOT

A −62.1 −12.6 −41.4 73.3 −42.8
B −7.7 −2.6 −32.3 34.3 −8.1

a All the energy values are expressed in kJ/mol.

Fig. 3. Results of the NCI analysis performed for the pair of MXM molecules corresponding to fragment B (as indicated in Fig. 2): (a) gradient isosurfaces for s=0.5
a.u. and −0.04 < sign(λ2)ρ < 0.04 (colour scale: from blue (strong attractive interactions) through green (moderate vdW interactions) to red (strong non-bonded
overlap)) and (b) plot of the reduced density gradient (s) versus the electron density multiplied by the sign of the second Hessian eigenvalue (sign(λ2)ρ). The colour
scheme is as follows: yellow for sulphur, red for oxygen, turquoise for nitrogen, grey for carbon, white for hydrogen.
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4. Results and discussion

4.1. Identifying the main structural motif of meloxicam

To choose the correct model for non-covalent interactions within
the MXM crystal structure, two main questions addressed in the pre-
vious studies need to be resolved. One of them was an object of con-
troversy between Cheney et al. [26] and Tumanov et al. [27] and
consists in whether infinite supramolecular chains or dimers are the
main motifs within the crystal structure of meloxicam polymorph I. The
structure consists of two types of molecular pairs (fragments A and B in
Fig. 2) linked by different NCIs (Table 2). Re-phrasing the question, one
needs to find out how strongly the MXM molecules are held together in
each pair. The previous discussions [26,27] were built on the basis of
geometrical parameters only and did not provide any quantitative
comparison. The energy calculations of the above-described molecular
pairs performed in the present work showed that the total energy (ETOT)

of fragment A is lower than B by 34.7 kJ/mol. This energy can be
subdivided into several contributions: electrostatic, polarisation, dis-
persion and repulsion (Table 3). The contribution of the electrostatic
term (Eele) to the total energy of the two fragments drastically differs
(Table 3). As this term gives a measure of the electrostatic attraction
between two polar groups, a 54.4 kJ/mol lower Eele of fragment A with
respect to B should be related to the presence of a relatively strong H-
bond in this fragment, unlike in the other one. Indeed, fragment A is
formed via the NeH⋯O hydrogen bonds (Fig. 2). In this case, the hy-
drogen atom of the amide group covalently bonded with a highly
electronegative nitrogen atom is in an electric field created by another
closely located highly electronegative atom, namely the oxygen of the
sulfonyl group of the neighbouring molecule (Fig. 2). The NCIs in
fragment B apparently have essentially another nature. Based on the
energy calculations, one can conclude that they are weaker and more
van der Waals-like since the dispersion term has a predominant nega-
tive contribution to the total energy of the fragment.

Fig. 4. Results of the NCI analysis performed for the pair of MXM molecules corresponding to fragment A (as indicated in Fig. 2): (a) gradient isosurfaces for s= 0.5
a.u. and −0.08 < sign(λ2)ρ < 0.08 (colour scale: from blue (strong attractive interactions) through green (moderate vdW interactions) to red (strong non-bonded
overlap)) and (b) plot of the reduced density gradient (s) versus the electron density multiplied by the sign of the second Hessian eigenvalue (sign(λ2)ρ). The colour
scheme is as follows: yellow for sulphur, red for oxygen, turquoise for nitrogen, grey for carbon, white for hydrogen.

Fig. 5. Hirshfeld surfaces mapped with dnorm (a) and electrostatic potential (b) for the MXMmolecule within the fragment B (as indicated in Fig. 2). The non-covalent
interactions investigated are shown by violet dot lines and labelled with numbers: 1 and 1′ for OeH⋯O(]C) interactions; 2 and 2′ for S(thiazole)⋯O(hydroxyl)
interactions (the prime symbol denotes the interactions which are identical by symmetry). The colour scheme is as follows: yellow for sulphur, red for oxygen,
turquoise for nitrogen, grey for carbon, white for hydrogen.
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It is important to note that a difference in NCIs is clearly reflected in
the electron density distribution within the framework of Bader’s theory
of atoms in molecules (QTAIM) [50]. However, based on QTAIM, one
can only identify the presence of intermolecular H-bonds through the
investigation of bond critical points [50] along the bond paths between
the hydrogen and the H-acceptor atoms [51]. For seeking the weaker
intermolecular interactions of different nature, such as van der Waals
interactions or steric repulsions, the NCI approach should be used. In
the present work, this approach was implemented by a reduced density
gradient (RDG) analysis [12,45–47] of the molecular fragments A and B
within the MXM crystal structure. In the low-density, low-gradient re-
gion of the NCI plot associated with fragment B (Fig. 3a), all the values
of reduced density gradient (s) fall very close to zero (ρ < 0.008 a.u.),
indicating the presence of weak van der Waals interactions only. In case
of fragment A, the low-density, low-gradient region includes a spike
lying at more negative values of sign(λ2)ρ (near −0.02 a.u., Fig. 4a)
which are related to attractive medium-strength H-bonding. The gra-
dient isosurface (s=0.05 a.u.) plotted for fragment A (Fig. 4b) clearly
visualises that these attractive interactions are located between the
amide and sulfonyl groups of the neighbouring meloxicam molecules.

Thus, MXM molecules are bonded significantly stronger in fragment
A and this fragment was correctly supposed by Tumanov et al. [27] to
be the main structure-forming unit in the crystals of meloxicam poly-
morph I.

4.2. Determination of the interactions responsible for linking the MXM
molecules in fragment B

Despite the MXM molecules are linked stronger in fragment A than
in B, this fragment is being broken when the co-crystals of meloxicam
with carboxylic acids are formed [20–28]. During this process, the H-
bonds linking the MXM molecules are being replaced by H-bonds or
other interactions with co-formers which are apparently more favour-
able. In this relation, it is interesting to note that much weaker inter-
actions maintaining fragment B are present not only in the individual
form of meloxicam but also in its co-crystals with a majority of co-
formers. Cheney et al. [26] reported the S⋯O contacts to be responsible
for linking the MXM molecules in this fragment. Tumanov et al. [27]
mentioned that weak OeH⋯O(]C) interactions are present in this
case, but the fragment is formed virtually due to steric effects. These

contradictory suggestions lead to the second question to be resolved in
the present study: which interactions are actually present in fragment
B? Both contacts revealed by Cheney et al. [26] and Tumanov et al.
[27] are clearly seen on the dnorm-mapped Hirshfeld surfaces [11,43] of
the MXM molecule (Fig. 5a). These surfaces provide a good visualisa-
tion of non-covalent contacts between two neighbouring molecules,
combining the distances from a point on the surface to the nearest
atoms inside and outside the surface with vdW radii of these atoms. In
case of meloxicam, faint red spots in the region of surface associated to
S⋯O contacts (Fig. 5a) indicate that the contact distance is slightly
shorter than the sum of vdW radii of sulphur and oxygen. The OeH⋯O
interactions are characterised by white colour on the surface showing
that the contact distance is near the sum of vdW radii of the atoms in
this case. However, all contacts are adjusted to a local crystalline en-
vironment and the comparison of the distances characterising them
with a simple sum of van der Waals radii is not so helpful for a quali-
tative assessment of their strength and nature.

More specified information on intermolecular interactions can be
obtained from Hirshfeld surfaces mapped with electrostatic potential
(Fig. 5b) [11,41]. Two electronegative (red) and two electropositive
(blue) patches can be observed in the region corresponding to the
OeH⋯O (denoted as 1 and 1′ in Fig. 5b) and S⋯O (denoted as 2 and 2′
in Fig. 5b) interactions within the crystal structure of meloxicam. The
red patches are associated with donor atoms (the hydroxyl oxygen for
the S⋯O contacts and the carbonyl oxygen for the OeH⋯O interac-
tions) while the blue ones are related to acceptors (the sulphur for the
S⋯O contacts and the hydrogen of the hydroxyl group for the OeH⋯O
interactions). The molecular pair formed via these contacts is cen-
trosymmetric, therefore each molecule in it has both donor and ac-
ceptor atoms related to these interactions. It is clearly seen for both
contacts that electronegative and electropositive regions are com-
plementary so that the principle of electrostatic complementarity
[11,41] is completely fulfilled in this case and neither of the contacts
can be neglected.

The RDG analysis performed also shows the co-presence of the two
interactions under consideration. Fig. 3b displays that the gradient
isosurfaces (s=0.05 a.u.) spread in the region related to both S⋯O and
OeH⋯O intermolecular interactions. Since the density gradient (s)
values lie close to zero value of density (Fig. 3a), these interactions are
weakly attractive and van der Waals-like in nature. Thus, the in-
formation obtained from Hirshfeld surfaces agrees well with the results
of NCI analysis and indicates that both interactions are responsible for
linking the molecules within the crystal structure of meloxicam poly-
morph I. The model of NCIs in this system should definitely include
both interactions as it is reflected in Fig. 6.

5. Conclusions

The final model of NCIs within the crystal structure of meloxicam
polymorph I has been built on the basis of the results of DFT calcula-
tions, Hirshfeld surface analysis and investigation of the reduced den-
sity gradient (RDG) plots (Fig. 6). The main motif in the crystal struc-
ture is a repeating dimeric unit (denoted as fragment A in this study)
formed via the medium-strength NeH⋯O hydrogen bonds. The other
molecular pair within the crystal structure (fragment B in the present
study) is linked by two types of weaker van der Waals interactions,
namely the S⋯O and OeH⋯O contacts, both being present in the
structure. Thus, the resulting model represents meloxicam dimers
which are weakly bonded with each other and combines the two models
proposed previously [26,27]. This case study of meloxicam in the
polymorphic form I shows how applying different computational tools
helps to investigate unclear NCIs within the crystal structure and can be
useful for further studies of meloxicam co-crystals and analogous
compounds.

Fig. 6. The final model of non-covalent interactions within the crystal structure
of meloxicam polymorph I. Fragment A is formed via NeH⋯O(]S) hydrogen
bonds (shown as light green dot lines). The NCIs responsible for linking the
molecules in fragment B are shown by violet dot lines and labelled with
numbers: 1 and 1′ for OeH⋯O(]C) interactions; 2 and 2′ for S(thiazole)⋯O
(hydroxyl) interactions (the prime symbol denotes the interactions which are
identical by symmetry). The colour scheme is as follows: yellow for sulphur, red
for oxygen, turquoise for nitrogen, grey for carbon, white for hydrogen.
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Appendix A. Supplementary material

Supplementary data contain the information on single-crystal X-ray
diffraction data collection and refinement details, unit-cell parameters
and atomic coordinates for the crystal structure of meloxicam refined at
100 K. In addition, they provide a list of frequencies obtained by
phonon calculations of the fully optimized structure of meloxicam and
the fingerprint of the Hirshfeld surface for meloxicam.
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Abstract
Single crystals of a 1:1 co-crystal of meloxicam [4-hydroxy-2-methyl-N-(5-methyl-1,3-thiazol-2-yl)-1,1-dioxo-2H-1λ6,2-
benzothiazine-3-carboxamide], MXM, with benzoic acid, BZA, were crystalized from a THF solution. The same MXM-BZA
co-crystal has been obtained as a fine powder by liquid-assisted co-grinding using as fluid additives solvents with different
polarity: benzene, toluene, ortho-xylene, meta-xylene, para-xylene, THF, and water. The latter is especially eco-friendly and can
be a good candidate for industrial production. The crystal structures of all the MXM co-crystals deposited in the most recent
version of the Cambridge Database were compared, in order to correlate the non-covalent interactions in these structures with the
сonclusions from the theoretical analysis of solubility carried out by Cysewski (J. Mol. Model 24:112, 2018).

Keywords Oxicam .Meloxicam . Solubility . Benzoic acid . Co-crystal . Co-former . Aromatic . Carboxylic acid

Introduction

Meloxicam [4-hydroxy-2-methyl-N-(5-methyl-1,3-thiazol-2-yl)-
1,1-dioxo-2H-1λ6,2-benzothiazine-3-carboxamide], MXM, is an
important active pharmaceutical ingredient (API) belonging to

oxicam family, which represents a class of nonsteroidal anti-
inflammatory drugs (NSAID) that selectively inhibit COX-2
over COX-1 receptors [1, 2]. MXM co-crystallizes with different
co-formers (e.g., carboxylic acids) [3–7], as other members of
this family (i.e., piroxicam, tenoxicam, and lornoxicam) do
[8–10]. Co-crystallization helps to improve the solubility as com-
pared with that of pure MXM [3–6, 11, 12]. Unfortunately, not
all the co-formers in these co-crystals are pharmaceutically ac-
ceptable and therefore many co-crystals cannot in fact find a real
application as drug forms. One of the fortunate exceptions is a
MXM co-crystal with benzoic acid (BZA). It could be used for
oral administration being not human toxic. A drawback of the
MXM-BZA co-crystal is that its solubility is substantially lower,
than that of the otherMXM co-crystals with aromatic co-formers
and is very close to the solubility of MXM pure form [6]. To
rationalize the aqueous dissolution behavior of MXM and its co-
crystals, it is important to know the crystal structures and non-
covalent interactions that hold molecules together [5, 13]. Until
this work, the MXM-BZA co-crystal could be obtained only as
powder and its crystal structure (and thus even its exact compo-
sition) remained unknown [3, 4].

The aim of this workwas to solve for the first time theMXM-
BZA crystal structure and to compare different non-covalent
interactions in this co-crystal with those in pure MXM [11, 12]
and its other co-crystals [4, 5, 10, 14], in order to relate the
crystal structures with aqueous dissolution behavior.
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Experimental

Synthesis and characterization

MXM and benzoic acid (purity 99%) were purchased from
Sigma-Aldrich. THF, benzene, toluene, o-xylene, m-xylene,
and p-xylene were purchased from Reakhim and purified

before using: THF was purified by sequential distillation over
potassium hydroxide and over sodium, then distilled over so-
dium under an argon atmosphere; benzene and toluene were
washed with concentrated sulfuric acid, then treated with po-
tassium hydroxide, distilled over sodium, then distilled over
sodium under an argon atmosphere; orto-xylene, mete-xylene,
and para-xylene were distilled over sodium.

Fig. 1 XRPD patterns of samples
prepared by liquid-assisted co-
grinding of MXM with BZA;
fluids added: water (olive), THF
(orange), orto-xylene (purple),
metha-xylene (black), para-
xylene (red), benzene (blue), and
toluene (turquoise); for a com-
parison—an XRPD pattern cal-
culated from single-crystal X-ray
diffraction data (green)

Table 1 MXM-BZA (1:1) single-
crystal X-ray diffraction data col-
lection and refinement

Crystal data

Chemical formula C14 H13 N3 O4 S2 • C7 H6 O2

Mz 473.51

Crystal system space group Triclinic, P1

Temperature (K) 293

a, b, c (Å) 6.9679(4), 8.4287(5), 19.7001(10)

α, β, γ (°) 100.901(4), 92.770(4), 106.665(5)

V 1081.90(10)

Z 2

Radiation type Mo K α1

μ (mm-1) 0.29

Crystal size (mm) 0.2 × 0.15 × 0.05

Data collection

Diffractometer Xcalibur, Ruby, Gemini ultra

Absorption correction Multi-scan CrysAlis PRO 1.171.38.43 (Rigaku Oxford
Diffraction, 2016) empirical absorption correction
using spherical harmonics, implemented in SCALE3
ABSPACK scaling algorithm.

Tmin, Tmax 0.910, 1.000

No. of measured independent and
observed [I > 2σ(I)] reflections

15,713, 3804, 2660

Rint 0.049

(sin θ/λ)max (Å-1) 0.595

Refinement

R[F2 > 2σ(F2)], wR(F2), S 0.042, 0.102, 1.05

No. of reflections 3804

No. of parameters 365

H-atom treatment All H-atom parameters refined

Δρmax, Δρmin (e Å-3) 0.21, − 0.23
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Crystals of MXM-BZA suitable for single-crystal X-ray
diffraction analysis were obtained from a THF solution by
slow evaporation. The equimolar amounts (0.0001 mol of
MXM and 0.0001 mol of BZA) were dissolved in 15 ml of
THF. The vessel was covered by parafilm in which two small
holes were made. Crystallization was carried out at room tem-
perature. The same experiments were made with benzene,
toluene, ortho-xylene, meta-xylene, and para-xylene, but no
single crystals were obtained.

MXM-BZA powder samples were obtained by liquid-
assisted grinding method in a Retsch CryoMill (0.0002 mol
ofMXM and 0.0002 BZA, room temperature, 30min, 25 Hz).

For these experiments benzene, toluene, ortho-xylene, meta-
xylene, para-xylene, THF, and water were used as fluid addi-
tives in the quantity of 200 μl for each one. The purity of
samples was evaluated through X-ray determination compar-
ing the experimental diffractograms with the theoretical pat-
tern calculated based on single-crystal X-ray diffraction data
(see Fig. 1).

X-ray diffraction structure determination

Single-crystal X-ray diffraction data for MXM:BZA (1:1) co-
crystal were collected at room temperature (293 K) using an
Agilent Xcalibur Ruby Gemini ultra diffractometer with Mo
Kα1 radiation (λ = 0.71073 Å) and CrysAlis PRO software
[15]. The crystal structure was solved using SHELXT [16]
and Olex2 [17] as GUI and refined on Fhkl

2 with anisotropic
displacement parameters for all the non-hydrogen atoms using
SHELXL [16]. Hydrogen atoms positions were located from
difference Fourier maps and refined freely. Olex2 [17] and

Fig. 3 A fragment of the MXM–BZA 1:1 co-crystal structure showing
H-bonds in turquois (1, 2, 3, and 3′) and the long O—H…O interactions
in violet

Fig. 2 Asymmetric unit of the 1:1
meloxicam (MXM) co-crystal
with benzoic acid (BZA), the
atom-numbering scheme is
shown. Displacement ellipsoids
are drawn at the 50% probability
level

Table 2 Geometrical parameters (Å, °) for the O—H…N (1), N—H…
O (2), O4—H5...O3 (3) interactions in the MXM:BZA 1:1 co-crystal (see
also Fig. 3)

D—H...A D—H H...A D...A dD—H ::A

O5—H14...N3
(1)

0.85(3) 1.85(3) 2.700 (3) 176 (3)

N2—H6...O6 (2) 0.77(2) 2.11(3) 2.876 (3) 168 (3)

O4—H5...O3 (3) 0.83 (3) 1.91(3) 2.619 (3) 143 (3)
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Table 3 Names, stoichiometries of the asymmetric units, space symmetry groups, bi-molecular or tri-molecular clusters and common structural motifs
in pure MXM and its co-crystals

Structure Ref. code/
CSD number

Stoichiometries Space group Bi-/tri-/tetra Common structural
motives

Meloxicam (MXM) SEDZOQ/
130826 [12]
SEDZOQ01/
107136 [11]

–
P1

Bi R2
2(14)

MXM-BZA 1537194, this work (1:1)
P1

Bi R2
2(8)

Meloxicam-salicylic acid (form III) ENICEK
/819113 [4]

(1:1) P 21/c Bi R2
2(8)

Meloxicam-1-hydroxy-2-naphthoic acid ENIBOT/
819110 [4]

(1:1)
P1

Bi R2
2(8)

Meloxicam-acetylsalicylic acid ARIFOX/
801314 [23]

(1:1) P 21/c Bi R2
2(8)

Meloxicam-succinic acid ENICOU/
819115 [4]
ENICOU01/
796926 [4]

(1:0.5)
P1

Tri R2
2(8) + R

2
2(8)

Meloxicam-fumaric acid ENICIO/
819114 [6]

(1:0.5)
P1

Tri R2
2(8) + R

2
2(8)

Meloxicam-acetylendicarboxylic acid EBOLEP/
1506179 [24]

(1:0.5)
P1

Tri R2
2(8) + R

2
2(8)

Meloxicam-glutaric acid ENIBUZ/
819111 [4]

(1:1)
P1

Tetra R2
2(8) + R

2
2(8) + R

2
2(8)

Meloxicam-adipic acid FAKJOS/
834808 [5]

(1:0.5)
P1

Tri R2
2(8) + R

2
2(8)

Meloxicam-terephthalic acid FAKJUY/
834809 [5]

(1:0.5)
P1

Tri R2
2(8) + R

2
2(8)

Table 4 Comparison of the geometrical parameters of the H-bonds and O…O interactions in meloxicam and its co-crystals

Structure Ref. code/
CSD number

N—H…O, Å N—H…O, ° O—H…N, Å O—H…N, ° O…O, Å O…O, °

Meloxicam (MXM) SEDZOQ/
130826 [12]

3.035(3)
O from S-O group

167(3) – – 3.236(2) 129(4)

SEDZOQ01/
107136 [11]

3.028(2)
O from S-O group

166(3) – – 3.232(2) 115(3)

MXM-BZA 1537194, this work 2.876(3) 168(3) 2.700(3) 176(3) 3.086(2) 121(3)

Meloxicam-salicylic acid (form III) ENICEK
/819113 [4]

2.968(3) 163.8 2.968(3) 170.4 – –

Meloxicam-1-hydroxy-2-naphthoic acid ENIBOT/
819110 [4]

2.901(3) 166.5 2.563(3) 172.2 3.055(2) 117.9

Meloxicam-acetylsalicylic acid ARIFOX/
801314 [23]

2.858(3) 165.5 2.666(3) 174.2 – –

Meloxicam-succinic acid ENICOU/
819115 [4]

2.871(2) 167(2) 2.697(2) 166(2) 2.935(1) 112(2)

ENICOU01/
796926 [4]

2.850(4) 164.3 2.683(4) 173.6 2.893(4) 115.2

Meloxicam-fumaric acid ENICIO/
819114 [6]

2.857(4) 160(3) 2.658(3) 174.4 2.902(3) 114.7

Meloxicam-acetylendicarboxylic acid EBOLEP/
1506179 [24]

2.922(3) 163.7 2.615(3) 174.5 2.943(2) 114.4

Meloxicam-glutaric acid ENIBUZ/
819111 [4]

2.839(2) 164.9 2.668(2) 173.96 2.907(2) 115.64

Meloxicam-adipic acid FAKJOS/
834808 [5]

2.866(3) 163(2) 2.663(3) 173(4) – –

Meloxicam-terephthalic acid- FAKJUY/
834809 [5]

2.984(2) 162(2) 2.639(2) 175(3) – –
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Mercury [18] were used to visualize the structures and to
prepare the material for publication. The parameters charac-
terizing data collection and refinement are summarized in
Table 1.

All powder samples were characterized by XRPD using a
Stoe Stadi-MP diffractometer with Cu Kα1 radiation (λ =
1.54060 Å) at operating potential of 40 kV and electric cur-
rent of 40 mA, and a Mythen 1 K detector. All data were
processed using WinXPOW [19] and Origin programs.
XRPD patterns of the co-crystal sample were compared with
the patterns of the starting reactants, MXM (CSD Refcode:
SEDZOQ [12]), BZA (CSD Refcode: BENZAC02 [20], and
powder pattern calculated from MXM-BZA single-crystal X-
ray diffraction data (CSD Refcode: 1537194, this work) to
prove the formation of the MXM-BZA co-crystal (Fig. 1).

Results and discussion

The asymmetric unit of the MXM-BZA co-crystal is shown in

Fig. 2. The structure crystallizes in a triclinic P1 space sym-
metry group.

A fragment of molecular structure is shown in Fig. 3,
describing the typical NCI which are classified as H-bonds
based on the geometrical criteria provided by Arunan et al.
[21]. The components of the MXM-BZA structure are
linked into a bimolecular cluster via the O—H…N (1)
and N—H…O (2) hydrogen bonds (H-bonds) between

MXM and BZA (see Table 2), to form a R2
2 (8) ring (nota-

tions are as in Bernstein et al. [22]). Furthermore, there are
long O—H…O interactions formed by the carbonyl and
hydroxyl groups of the two MXM molecules, these groups

Table 5 Centroid-topocentroid distances (up to 5 Å) and dihedral angels in the meloxicam co-crystals and pure meloxicam

Structure Ref. code/
CSD number

Type of centroids Distance between
ring centroids, Å

Dihedral angle between planes
formed by centroids, °

MXM-BZA 1537194, this work THY…THY 3.7308(15) 12.06(13)

AR-BZA AR-BZA 4.207(2) 0.00(18)

THY…BZR 4.3977(15) 12.06(13)

Meloxicam-salicylic acid (form III) ENICEK
/819113 [4]

THY…AR 3.9539(18) 11.31(16)

AR…AR 4.424(2) 0.02(17)

Meloxicam-1-hydroxy-2-naphthoic acid ENIBOT/
819110 [4]

THY…AR1 3.739(2) 3.07(13)

BZR…AR2 3.893(2) 17.48(13)

BZR…AR 4.236(3) 17.48(13)

THY…AR 4.975(3) 4.93(14)

THY…AR 4.653(3) 3.07(13)

Meloxicam-acetylsalicylic acid ARIFOX/
801314 [23]

THY…AR 3.7399(15) 6.37(12)

THY…BZR 4.4354(15) 24.04(13)

Meloxicam-succinic acid ENICOU01/
796926 [4]

THY...BZR 3.7992(8) 5.53(7)

THY…THY 4.1287(7) 0.02(7)

ENICOU/
819115 [4]

THY...BZR 3.730(2) 4.66(19)

THY…THY 4.032(2) 0.00(18)

Meloxicam-fumaric acid ENICIO/
819114 [6]

THY...BZR 3.785(3) 3.81(14)

THY…THY 4.104(3) 0.03(14)

Meloxicam-acetylendicarboxylic acid EBOLEP/
1506179 [24]

THY...BZR 3.7383(12) 6.68(11)

THY…THY 4.1139(11) 0.00(10)

Meloxicam-glutaric acid ENIBUZ/
819111 [4]

THY...BZR 3.7542(16) 4.47(8)

THY…THY 4.0222(17) 0.00(8)

Meloxicam-adipic acid FAKJOS/
834808 [5]

THY...BZR 4.6829(14) 24.04(11)

THY…BZR 4.7330(16) 24.04(11)

Meloxicam-terephthalic acid FAKJUY/
834809 [5]

THY...BZR 4.5640(11) 20.18(9)

THY…BZR 4.6658(11) 20.18(9)

Meloxicam SEDZOQ/
130826 [12]

THY...BZR 3.7440(16) 11.84(13)

THY…BZR 4.2123(16) 11.84(13)

SEDZOQ01/
107136 [11]

THY...BZR 3.7498(17) 11.70(14)

THY…BZR 4.2161(18) 11.70(14)
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being already involved into the O—H…O (3, 3′) intra-
molecular H-bond (see Table 2).

Molecular packing and NCI in the MXM-BZA co-crystal
can be compared with those in pure MXM and in the other
MXM co-crystals (Tables 3, 4, and 5).

The MXM co-crystals can be classified into two groups
depending on whether the co-former is a monocarboxylic or
a dicarboxylic acid. In both groups, one can find aromatic
carboxylic acids among co-formers: salicylic acid; 1-
hydroxy-2-naphthoic acid; acetylsalicylic acid; terephthalic
acid; benzoic acid (the structure solved in this work for the
first time). Four of these co-formers are monocarboxylic acids,
while the terephthalic acid is a dicarboxylic one.

The asymmetric units of co-crystals with monocarboxylic
acids contain two molecules: MXM and a co-former (Fig. 2).
Within this group, co-crystals of MXMwith BZA and with 1-

hydroxy-2-naphthoic acid have triclinic P1 space symmetry,
while co-crystals of MXM with salicylic acid (form III), and
with acetylsalicylic acid, are monoclinic (P21/c space symme-
try). Structural motifs in MXM-BZA co-crystal are similar to
those in the MXM co-crystal with 1-hydroxy-2-naphthoic ac-
id; while MXM co-crystals with acetylsalicylic acid and
salicylic acid form bimolecular clusters via O—H…N and
N—H…O H-bonds between MXM and co-former, to give

R2
2 (8) rings.

Co-crystals of MXM with dicarboxylic acids contain one
MXM molecule and a half of the co-former molecule in the
asymmetric unit (Fig. 4). Within such co-crystals the compo-
nents are linked into tri-molecular clusters via the O—H…N
and N—H…O H-bonds between two carboxylic groups be-
longing to a co-former and two MXMmolecules, to form two

R2
2 (8) rings [6].

The only known exception from this general trend is a co-
crystal of MXMwith glutaric acid (GLU), in which the asym-
metric unit has two molecules: a MXM and a co-former. The
components are linked into tetra-molecular clusters
MXM:GLU:GLU:MXM with O—H…N and N—H…O H-

bonds betweenMXM and GLU, to formR2
2 (8) rings, and O—

H…O H-bonds between two GLU molecules, also to form R2
2

(8) rings (Fig. 5).

The analysis of different NCIs within pure MXM and its
co-crystals shows that monocarboxylic acids form similar
O—H…N and N—H…O H-bonds with a MXM molecule.
What differentiates pure MXM structure and its co-crystals
with monocarboxylic acids are the π…π interactions. A
MXM molecule itself has two aromatic fragments: thiazole
(THY) and benzene (BZR) rings. These aromatic fragments
can participate in the π…π interactions both in pureMXM and
in its co-crystals. The THY…BZR π…π interactions are pres-
ent in pure MXM and its co-crystals with non-aromatic acids,
as well as with such aromatic acids as benzoic, acetylsalicylic,
and terephthalic acids (Fig. 6e, b, c). The THY…THY π…π

interactions are present in the MXM co-crystals with non-
aromatic acids, the co-crystal with the adipic acid being the
only known exception.

THY and BZR are responsible also for the π…π inter-
actions with the aromatic ring (AR) belonging to co-former
aromatic acids: THY…AR π…π interaction are present in
the MXM co-crystals with salicylic, 1-hydroxy-2-
naphthoic, acetylsalicylic, and benzoic acids (Fig. 6a, b,
e); BZR…AR π…π interactions are present in the MXM
co-crystals with 1-hydroxy-2-naphthoic acid (Fig. 6a).

Fig. 4 Asymmetric unit of the 1:0.5 meloxicam (MXM) co-crystal with
acetylendicarboxylic acid (ACA), H-bonds are shown turquois

Fig. 5 A tetra-molecular cluster within the meloxicam (MXM) co-crystal
with glutaric acid (GLU), H-bonds are shown in turquois

Struct Chem



These π…π interactions are not considered for the MXM
co-crystal with terephthalic acid, because the distances be-
tween centroids (topocentroids1) between THY…AR and
BZR…AR in this structure exceed 5 Å, that was consid-
ered as the upper limit for a possible π…π interaction.

AR…AR π…π interactions are present also in the MXM
co-crystals with salicylic and benzoic acids.

Conclusions

Recently, intermolecular interactions were considered as a di-
rect measure of water solubility advantage of meloxicam
cocrystalized with carboxylic acids [1]. It was argued that

1 A topocentroid is a topological index that is calculated for a group of 5-atoms
as proposed by Cremer et al. [25] and 6-atoms as proposed by Boeyens et al.
[26].

Fig. 6 Centroid/topocentroid (red balls) distances (Å) within MXM co-crystals with a 1-hydroxy-2-naphthoic acid [4], b acetylsalicylic acid [23], c
terephthalic acid [5], d salicylic acid (form III) [4], and e BZA (this work)

Struct Chem



solubility can be quantified by concentration of pairs of mol-
ecules formed in water. Extending this approach, one can
compare the molecular clusters present in the crystalline state,
prior to breaking the NCI as a result of the interaction with the
solvent molecules. One can then notice that in the case of
MXM co-crystals with non-aromatic carboxylic acids, both
H-bonds and π…π interactions are similar and the different
solubility behavior can be related to the different carbon chain
length of the carboxylic acids. In the case of the MXM co-
crystals with aromatic carboxylic acids, the H-bonds are sim-
ilar, but π…π interactions are different, and this latter differ-
ence can account for the differences in the dissolution behav-
ior. Both observations agree with the model proposed by
Cysewski 2018 [13].

Earlier [5], the increase in the solubility of MXM co-
crystals with dicarboxylic acids was supposed to be a con-
sequence of the change in the intermolecular interactions in
the solid when the dimers of MXM molecules (present in
pure MXM) are broken by dicarboxylic acid molecules and
the contact with solvent molecules is facilitated. A theoret-
ical study by Cysewski [13] attempted to correlate aqueous
dissolution of MXM co-crystals with the presence of cer-
tain molecular clusters in solution. The comparison of the
solubilities of the crystalline co-crystals with aromatic and
non-aromatic co-formers suggests that aqueous dissolution
behavior of MXM co-crystals correlates also with the pres-
ence or the absence of the π…π interactions in the crystal
structure. The solubility is higher for those structures, in
which there are the π…π interactions between AR and
MXM, like in most co-crystals with aromatic co-formers
[4]. In the MXM-BZA co-crystal, these interactions are
absent, and the solubility of this co-crystal is almost as
low, as that of the pure MXM. This suggests, that for a
higher aqueous solubility, it is important not only that the
interactions between the MXMmolecules in the crystals are
weakened, as supposed in [5], but also that a complex
formed by a MXM molecule and a co-former is preserved
in solution, as modeled in [13]. In the case of MXM-BZA
co-crystals, the weakness of the π…π interactions between
the MXM and the BZAmolecules prevents the formation of
such a complex in solution, and the solubility falls down,
almost to the level of pure MXM.
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The role of S-bond in tenoxicam keto–enolic
tautomerization†‡

Sergey G. Arkhipov, abc Peter S. Sherin, *ad Alexey S. Kiryutin, ad

Vladimir A. Lazarenko e and Christian Tantardini §*f

A non-steroidal anti-inflammatory drug, 4-hydroxy-2-methyl-N-2-pyridyl-2H-thienoĲ2,3-e)-1,2-thiazine-

3-carboxamide 1,1-dioxide, called tenoxicam (TXM), with important implications in cancer treatment, has a

peculiarity with respect to other molecules from the oxicam family. TXM is predominantly found in the

zwitterionic form (ZWC) within the crystal structures of pure compounds and their solvates; however, it

can be present in the β-keto–enolic form (BKE) or β-diketone (BDK) form. To understand this phenome-

non, the combined effects of environment (solvent) and intra-molecular non-covalent interactions on the

TXM keto–enol tautomerization were investigated through a combined experimental and computational

study. We found that the polarity of a solvent had a minor influence on the crystallization process; this

allowed to us synthesize and solve six new solvates with TXM in the ZWC form. Careful investigation of the

non-covalent interactions between the sulphur atom of thiophenyl moiety and oxygen of the carbonyl

group (S-bond) through a computational approach with the natural bond orbital (NBO) theory has shown

that TXM crystallization is modulated by the S-bond. This study further confirms the importance of the

S-bond in the drug design; however, nowadays, it is still underestimated.

Introduction

Oxicams belong to the family of non-steroidal anti-inflamma-
tory drugs, which are widely used in the treatment of
osteoarthrosis.1 In the last decade, oxicams attracted signifi-
cant attention due to their application in cancer treatment.2–6

Note that oxicams, as a large part of active pharmaceutical
agents, are administrated in solid dosage forms. Thus, the
crystalline forms will be dissolved first through the gastro-

intestinal tract, and then, they will be absorbed. Oxicams are
typically characterized by low water solubility with dissolution
rate slower than the absorption rate, thus providing high bio-
availability of drug after its dissolution.7–27 Actually, the best
way to improve their solubility is their co-crystallization with
different co-formers, for instance, organic dicarboxylic
acids,7–21 albeit the oxicam molecular structures are
characterised by several protropic groups with the possibility
to modulate different keto–enolic forms. Via this way,
4-hydroxy-2-methyl-N-2-pyridyl-2H-thienoĲ2,3-e)-1,2-thiazine-3-
carboxamide 1,1-dioxide, tenoxicam (TXM), shows a peculiar-
ity with respect to other oxicams. TXM has been found in the
zwitterionic form (ZWC)7–22 (within pure, co-crystals and sol-
vate structures), cationic form7–21 (within salts with strong or-
ganic and inorganic acids) and anionic form (within salts
with piperazine3–21). Moreover, meloxicam, which consists of
a thiophenyl group within the backbone, is typically present
in the β-keto–enolic form (BKE)7–21,26,27 (i.e., within pure and
co-crystal structures). Albeit, the TXM-ZWC form has the pe-
culiarity to be more water soluble as compared to other
oxicams. This increases the dissolution rate, thus significantly
reducing the time from its oral administration to real effec-
tiveness in the body. Thus, to modulate the tautomerization
of oxicams, it is necessary to understand the reason behind
the impossibility to find TXM in the BKE form within crystal
structures. To date, these causes are unknown, leaving it an
open question of the last few decades.
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TXM keto–enol tautomerization can be correlated with dif-
ferent positions of aromatic rings within the molecular struc-
ture: the proximity of the sulphur atom of the thiophenyl ring
to the protropic group leads to its involvement in the keto–
enol tautomerization. The sulphur atom within the thio-
phenyl moiety is present in the bivalent form, ensuring the
presence of low energy σ* orbitals belonging to the C–S
bonds. This provides ground for the non-covalent interac-
tions (NCIs) of the sulphur atom with electron donors includ-
ing oxygen O17 (see Fig. 1 for atom numeration), which is
largely involved in the TXM tautomerization. This NCI, called
as the sulphur bond (S-bond), is isosteric with the hydrogen
bond (H-bond).28 Although the S-bond has been found to
modulate the molecular conformation in the context of drug
design and organic synthesis, it is rather under-estimated.28

Furthermore, as TXM keto–enolic equilibrium can be modu-
lated by solvent polarity, it can be modulated in solvent assis-
tant crystallization techniques.28 Thus, the co-presence of all
the abovementioned factors creates a fascinating mix, which
should be decoded not only to provide an answer to the open
question about TXM, but also to obtain information on how
to modulate the keto–enol tautomerization. This is important
for many other active pharmaceutical ingredients, in particu-
lar, anticancer drugs containing sulphur groups within the
molecular structures.

Herein, we carried out a combined experimental and com-
putational study on the TXM keto–enol tautomerization. In
the beginning, the effect of solvent polarity on the TXM con-
formation was studied by optical (absorption, fluorescence)
and NMR spectroscopies. Next, we tried to use different sol-
vents to obtain the BKE form of TXM within the crystals
obtained from a liquid environment; the solvent-assisted crys-
tallization led to the formation of five new solvates (CSD
refcode: 1890995, 1904023, 1904022, 1538111, 1538134,
1904101), whose structures were solved through X-ray single-
crystal diffraction. Furthermore, the purity of some synthe-
sized substances was confirmed by X-ray powder diffraction
method. Finally, the effect of the S-bond on the keto–enol
tautomerization was computationally investigated by the ex-
amination of the S-bond strength within each TXM form in
vacuo and subsequent comparison with the TXM conforma-
tions extracted from the crystal structures. This analysis has
shown a direct correlation between keto–enol tautomerization
and the formation of the S-bond within the TXM structure.

Results and discussion

To study the influence of solvent polarity on the TXM keto–
enolic equilibrium in solution, we looked the experimental
absorption and fluorescence spectra at room temperature in
the presence of various solvents and absorption spectra at
different temperatures for some of these solvents.

In low polarity solvents, TXM exhibits absorption and fluo-
rescence bands with maxima at 345 and 500 nm, respectively
(Fig. 2A), the positions of which are weakly dependent on the
solvent polarity (Fig. 2B and Table S1 of ESI‡). The experi-
mental optical data show the presence of one strongly pre-
dominant form, initially called A that has been confirmed by
the complete coincidence of the fluorescence excitation spec-
tra with the absorption spectrum (see Fig. 2A for chloroform
and S2 in ESI‡ for cyclohexane, dioxane and toluene). The
large Stokes shift of around 9 × 103 cm−1 indicated significant
reorganization of the TXM electron density in the excited
state due to charge transfer from amino to carbonyl and sul-
fonic groups. The excited state of this form was characterized
by weak emission with the quantum yield (ΦF) of around 2 ×
10−3 (see Table S1 in ESI‡ for details) and very short fluores-
cence lifetime <20 ps (Fig. S3 in ESI‡).

In polar solvents, the experimental absorption spectra
showed a shoulder at λ > 400 nm, whose contribution in-
creased with the increasing solvent polarity (Fig. 2B). This
band should be assigned to another form of TXM, initially
called B, present in polar solvents. The fluorescence emission
and excitation spectra showed only the signal from the A
form (Fig. 2C) and no measurable signal for the B form with
excitation at λ > 400 nm. This indicated very low emission
from the B form with the ΦF value < 10−4. Hence, the absorp-
tion and fluorescence data are in favour of the domination of
the form A in low polarity solvents and the co-presence of the
A and B forms in solvents with high polarity.

Speculating that the keto–enolic equilibrium between the
A and B forms in polar solvents could be shifted by temper-
ature, we obtained the TXM absorption spectra in acetone
and acetonitrile under different ambient conditions (Fig. 2D
and S4 in ESI,‡ respectively). For both solvents, a contribu-
tion from a long absorbing shoulder significantly increased
with the lowering of temperature. This showed an increas-
ing presence of the B form with respect to that of the A
form at low temperatures and vice versa at high

Fig. 1 TXM molecular structures of three different forms: zwitterionic (ZWC), left; β-keto–enolic (BKE), center; and β-diketone (BDK), right. Struc-
tural differences between forms are highlighted by red.
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temperatures. Additional temperature experiments for TXM
in low polar chloroform showed a minor variation in the ab-
sorption band shape (Fig. S4 in ESI‡) in the studied temper-
ature range. This could be interpreted as a minor contribu-
tion of the form B in chloroform or high similarity between
the absorption spectra of the A and B forms in low polarity
solvents.

To assign which of the TXM keto–enol forms (see Fig. 1 for
structures) belongs to the A and B forms observed in a liquid
environment, we performed a set of NMR measurements using
various 1D- and 2D-techniques (see Fig. S5–S19 in ESI‡). The
1H NMR spectrum of TXM in chloroform showed a broadening
of peaks corresponding to highly labile protons (O–H and N–H
groups), suggesting a high proton exchange between the TXM
molecule and residual water. This indicates a solvent-assisted
inter-molecular proton transfer between TXM and solvent mol-
ecules that makes it difficult to assign the observed peaks to
one or another TXM form. To slow down the exchange between
the TXM forms and residual water, we obtained the NMR spec-
tra of TXM in chloroform at various temperatures (Fig. 3). The
lowering of temperature led to the appearance of new peaks in
the 1H NMR spectrum, which became dominating at the lowest
possible temperature of −55 °C. This is followed by almost
complete vanishing of the peaks observed at +25 °C (Fig. 3). At
the intermediate temperature of −25 °C in the 2D NOESY
(EXSY) spectrum (Fig. S16 of ESI‡) strong cross-peaks between
two sets of peaks were observed that indicated a slow exchange
between the two forms of the TXM molecule. For labile pro-
tons, additional cross-peaks between residual water (∼1.6
ppm) were found. This leads to a solvent-assisted inter-molecu-
lar proton transfer between TXM and chloroform to some ex-

tent with consequent keto–enol tautomerization between the
two forms A and B.

To fully assign all signals, a set of 1D and 2D NMR spectra
were obtained at temperatures 25 °C and −25 °C. The appear-
ance of two additional cross-peaks in the 15N-HSQC at low tem-
peratures (Fig. S17 in ESI‡) undoubtedly proves the existence of
the ZWC form, whereas at 25 °C, the 15N-HSQC spectrum con-
tains only one cross-peak (Fig. S9 in ESI‡). The cross-peaks in
the 15N-HSQC spectra indicate the presence of N–H covalent
bonds in the TXM molecule. Therefore, the NMR spectra proved
the presence of both the BKE and ZWC form in chloroform with
the former as the predominant form at 25 °C and the latter as
the predominant form at −55 °C. Analogous NMR data obtained
for TXM in acetone and acetonitrile (Fig. S18 and S19 of ESI‡)
have shown the co-presence of the ZWC and BKE forms at room
temperature and the dominance of the ZWC form at low tem-
peratures. This unambiguously assigns the form A observed by
optical methods to the BKE form and the form B to the ZWC
form. Note that in chloroform, acetonitrile and acetone, the
BDK form is not present. Indeed, the BDK form has a –CH frag-
ment at the position 3 (see Fig. 1), which should provide a sig-
nal at the chemical shift of around 4.5 ppm in the NMR spectra.
However, no lines in the region 3.5–6.5 ppm for all used sol-
vents (see Fig. S5, S7–S9 of ESI‡) clearly confirmed the absence
of this form of TXM in the solution.

Subsequently, the effects of solvent on the TXM crystalliza-
tion were examined by the growth of solvates, which were
characterized by the presence of solvent molecules within the
unit cell together with TXM.

Previously, experiments have been reported about the forma-
tion of TXM solvates with the following solvents:

Fig. 2 Absorption and fluorescence emission and excitation spectra obtained for TXM in (A) chloroform and (C) acetonitrile at different excitation
and emission wavelengths. (B) TXM absorption spectra in various solvents at room temperature. (D) TXM absorption spectra in acetone at different
temperatures.
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acetonitrile,22,24 dioxane, N,N-dimethylformamide (DMF), ethyl
acetate, acetone, isopropyl alcohol,23 chloroform (only one sol-
vate),15 formic acid, acetic acid, propionic acid and nitrometh-
ane.16 This literature data clearly shows that TXM forms sol-
vates easily with polar solvents than with low and non-polar
solvents.

Considering the optical and NMR data about the domi-
nance of the BKE form in low polarity solvents at room temper-
ature, we tried to obtain solvates containing TXM in the BKE
form by its crystallization from cyclohexane, toluene, dioxane
and chloroform. These experiments showed no crystal phase
from cyclohexane and the powder of the TXM polymorph I
from dioxane and toluene. Crystallization from chloroform pro-
vided single crystals of three different solvates: TXM-CHCl3-I,
TXM-CHCl3-II and TXM-CHCl3-III (Tables S20 and S21 in ESI‡
and XRPD patterns S22 and S23 in ESI‡). In all these solvates,
TXM is present in the ZWC form. The same ZWC form was
found within the single crystals obtained from more polar sol-
vents: acetone (TXM-ACE), N,N-dimethylformamide (TXM-
DMF) and acetonitrile (TXM-ACY),¶ see Table S20 and S21 in
ESI‡ and the XRPD patterns S22 and S23 in ESI.‡ Additional de-
tails about the crystal structures could be found in the sub-
section “Crystal structure determination” of the Experimental
section at the end of this manuscript.

The comparison between the structures of solvates
obtained in this study and those already reported in litera-

ture has shown that two TXM-ZWC molecules are inter-
connected through the N+–H⋯O hydrogen bond between the
pyridyl and keto groups in the R2

2(4) S
1
1(6) motif of the TXM

molecules. On each side of this dimer, one or two solvent
molecules are connected via the O–H⋯O− hydrogen bond,16

C–H⋯O,16 C–H⋯N (ref. 22) and C–H⋯Cl interactions. Total
4 or 6 solvent molecules lie almost in the same plane
(Fig. 4a). These units, consisting of two TXM and solvent
molecules, are mutually oriented at different angles
depending on the structure considered (Fig. 4a). A distinctive
feature of the TXM-CHCl3-I structure is the absence of this
unit (Fig. 4b). Thus, the spatial organization of molecules in
the analyzed structures can be sufficiently different despite
insignificant differences in the ZWC conformations within
the crystal structures. Moreover, we compared ZWC geome-
tries within all crystal structures through the root-mean
square deviation (RMSD) of the backbone atomic positions,
without hydrogen atoms (see Table S24 in ESI‡). This analysis
has confirmed high coincidence of the ZWC conformations
within crystals that indicates a very rigid conformation of the
TXM molecule, which is literally unchanged under different
intermolecular interactions.

Thus, to understand the nature of TXM crystallization in
ZWC form independently from the ratio between different

¶ The crystal structure was obtained from the literature.22

Fig. 3 700 MHz 1H NMR spectra of tenoxicam in CDCl3 detected at various temperatures in the range from −55 to 25 °C. All protons of both ZWC
and BKE forms are assigned. The measured fractions of the ZWC and BKE forms are shown in the inset (top-left). The ZWC form is predominant at
low temperatures, whereas at high temperatures, the BKE form is favorable. High values of the chemical shifts of the protons 16, 1′ and 17 prove
that these atoms participate in hydrogen bonding, forming geometrically stable six-atom rings.
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keto–enolic forms present in solution we examined the struc-
tures of all TXM keto–enol forms through a computational
approach. The geometries of all three TXM forms were opti-
mized in vacuo using density functional theory (DFT), and
the thermodynamic parameters were subsequently calculated
at 298.15 K for each form. In the first step, we found that the
BKE form was the most thermodynamically stable form
followed by ZWC and BDK (ΔG between BKE and these two
forms was 2.20 kcal mol−1 and 12.49 kcal mol−1, see Table
S25 in ESI‡). It is important to emphasize that the BKE form
is characterized by a large twist between the 2-pyridyl ring
and the TXM backbone with respect to the almost flat ZWC
form. This difference between BKE and ZWC could be quanti-
fied by the dihedral angle 1′–2′–16–14 (see Fig. 1 for atom nu-
meration), which was 42.72° and −1.31° for the former and
the latter, respectively, with a total difference between them
being ca. 45°. Thus, BKE has been found to have the most
steric hindrance with respect to ZWC. Therefore, BKE will
have to undergo torsion to minimize its steric hindrance to
compete with ZWC during crystallization.

To quantify the ΔGBKE→ZWC variation for the BKE ground
state with respect to flattened BKE, we performed a scan of
the BKE dihedral angle 1′–2′–16–14 in vacuo from the equilib-
rium angle (i.e., 42.72°) to 0° (i.e., 180°) with the step of 10°.
The torsion increases the BKE electronic molecular energy,
see Fig. 5, reducing the ΔGBKE→ZWC at 298.15 K from 2.20
kcal mol−1 for the BKE ground state to 0.15 kcal mol−1 for
flattened BKE (i.e., dihedral angle equal to 0°). This small ΔG
value shows that BKE and ZWC are similar in energy for the
flattened BKE conformation. Thus, the steric hindrance can-
not be the driving force of crystallization, which must be in-
vestigated in different ways.

Note that all oxicams are characterized by their molecular
structure with intra-molecular H-bonds N16–H16⋯O17− for

ZWC and O17–H17⋯O15 for BKE (Fig. 1). Although the nega-
tive charge-assisted H-bond observed within the ZWC form is
considered as the strongest H-bond present in nature,‖ not
all oxicams are present in the ZWC form within crystals.
Oxicams containing a thiophenyl ring at different places of
their structures demonstrate different keto–enol
tautomerization within the crystal phase: for example,
meloxicam, which possesses a thiophenyl ring far away from
the protropic group, is found in the BKE form; on the other
hand, lornoxicam, which has a thiophenyl ring close to the
protropic group, is found in the ZWC form. Thus, H-bonds
could not be responsible for the TXM crystallization in ZWC,
and another NCI should modulate this process.

This NCI could be the S-bond due to the presence of the
sulphur atom close to protropic groups involved in the keto–
enol tautomerization.7–27 The S-bond is an interaction be-
tween empty σ* orbitals of C–S bonds, which are low in en-
ergy, and the lone pair of oxygen belonging to the protropic
groups involved in the keto–enol tautomerization. Thus, this
oxygen atom is the so called S-acceptor. As reported by Beno
et al.,28 although S-bond plays an important role in the crys-
tallization process, to date, it remains underestimated, espe-
cially for a large amount of pharmaceutical compounds
containing sulphur.

The presence of the S-bond could be estimated by the nat-
ural bond orbital (NBO) theory29–34 through an interaction
between the lone pair of S-acceptor, oxygen atom involved in
the keto–enol tautomerization of TXM, and C–S σ* orbitals.28

NBO allows to explain molecular properties in terms of a
Lewis structure depiction of the wave function with direct
correspondence to the elementary Lewis dot diagram of
freshman chemistry. One-center (lone pair) and two-center
bond pair of a Lewis diagram are associated to complete the
orthonormal set of NBOs, whereas the remaining ‘non-
Lewis’-type NBOs describe the residual resonance delocaliza-
tion effects (variation from idealized Lewis representation).
This combination between the Lewis and the ‘non-Lewis’
structures represents the connection between the modern
wave function technology and the elementary valency and
bonding concepts.

At the beginning, we calculated the NBOs for all three
TXM forms previously optimized in vacuo, and the presence
of the S-bond was observed only for the ZWC and BKE forms.
The interaction energy between the lone pair of S-acceptor
and C–S σ* orbitals was estimated through the perturbation
theory,35 which showed the strongest S-bond for ZWC (i.e.,
12.71 kcal mol−1) with respect to that for BKE (i.e., 0.80 kcal
mol−1). Subsequently, the NBO analysis has shown that the
flattening of the BKE form via the planarization of the dihe-
dral angle 1′–2′–16–14 reduces the energy of interaction asso-
ciated with the S-bond down to zero for the planar configura-
tion. The latter could be explained by the mechanism of
S-bond formation suggested by Glusker:36 the S-bond could
be formed either via electrophilic attack perpendicularly to
the C–S–C plane or via the nucleophilic attack along one of
the C–S bond directions. In the case of the ZWC form, the

Fig. 4 Fragments of TXM solvates with (A) acetone (TXM-ACA) where
TXM and solvent have mutual arrangement in space of two ACA-TXM-
TXM-ACA tetramers, and (B) chloroform (TXM-CHCl3-I) where TXM
layers are separated by the insertion of solvent. The turquoise dash
lines represent the intra- and intermolecular H-bonds.

‖ This has been confirmed by subsequent NBO analysis with strongest interac-
tion energy for ZWC with respect to that for planar BKE (Table S26 in ESI‡).
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S-bond is formed with a nucleophile anion oxygen (O−),
whereas in the case of the BKE form, the S-bond is formed
with oxygen belonging to the electrophilic hydroxyl group
(O–H). Thus, the flattening of the dihedral angle in BKE
breaks down the perpendicular orientation of O–H with re-
spect to that of C–S–C plane, leading to the rupture of the S-
bond.

Based on the obtained results, we can draw the follow-
ing picture of the TXM crystallization. In the first step, the
steric hindrance of the BKE form should be reduced
through the torsion of the dihedral angle 1′–2′–16–14. This
equilibrates the energies of the BKE to the ZWC forms with
consequent disappearance of the S-bond in BKE. From this
point, the strongest S-bond will modulate the TXM crystalli-
zation only in the ZWC form. Thus, one or another keto–
enol form with respect to the intra-molecular H-bond is
modulated by the S-bond; this is in agreement with the ex-
perimental results.

This could be generalized for other members of the
oxicam family. If the S-bond is formed with the S-acceptor in
proximity to the protropic group, crystallization will proceed
via ZWC form. However, if the S-acceptor is far from the
protropic group, we will have BKE like in the case of
meloxicam. Therefore, the influence of the S-bond could be
extended to all oxicams.

Conclusions

The polarity of a solvent modulates the TXM keto–enol equi-
librium in solution with the dominance of the BKE form in
low polarity solvents and the ZWC form in high polarity sol-
vents. Regardless of the starting conformation, the crystalli-
zation process always leads to the ZWC form within the crys-
tal structures. This makes the variation of solvent polarity to
crystallize TXM in one or another keto–enolic form mean-
ingless. The DFT calculations conducted in vacuo show that
the most thermodynamically stable TXM tautomer is the
BKE form with a characteristic feature as the twist between

the 2-pyridyl ring and the TXM backbone, whereas the WC
form has an almost planar structure. The planarization of
the BKE form diminishes the energy difference between the
flatten BKE and ZWC forms to almost 0.15 kcal mol−1,
which indicates the presence of another weak interaction
within the TXM molecule predisposing it to crystallization
in the ZWC form. This weak interaction was shown to be
the S-bond between the thiophenyl ring and carbonyl oxygen
according to the analysis of intramolecular interactions via
the NBO theory.29–34 This S-bond is significantly stronger for
the ZWC form as compared to that for the flatten BKE form;
this directs the crystallization of TXM only in the ZWC
form.

Computational

The geometries of the electronic ground state for three keto–
enolic TXM forms, i.e. zwitterionic (ZWC), β-keto–enol (BKE),
and β-diketone (BDK), were optimized in the vacuum gas phase
using the restricted density functional theory (DFT) with the
B3LYP37 and 6-311++G(2d,2p) basis set.38,39 All minimum po-
tential energy surfaces were confirmed by frequency analysis
using harmonic approximation without scaling factor, being
absent in literature. Subsequently, for all previously optimized
TXM forms, the NBO29–34 analysis was performed. Further-
more, for BKE, previously optimized in vacuo, a scan of the di-
hedral angle 1′–2′–16–14 (Fig. 1) was executed from an equilib-
rium angle (i.e., 42.72°) to 0° (i.e., 180°) with the step of 10°,
and for the flat BKE, the NBO29–34 analysis was performed.

All calculations were performed using Gaussian v.16 (Revi-
sion A.03).40

Experimental
UV-vis absorption and fluorescence

The UV-vis absorption spectra were obtained using the
Agilent HP 8453 (Agilent, USA) spectrophotometer. The fluo-
rescence excitation and emission spectra were obtained using
the FLSP920 spectrofluorometer (Edinburgh Instruments,
UK). All fluorescence spectra were corrected for the
wavelength-dependent sensitivity of the detection. The fluo-
rescence quantum yields were determined with respect to
kynurenine in a neutral aqueous solution (ΦF = 8.2 × 10−3

(ref. 41)). The fluorescence dynamics was determined using a
time-correlated single-photon counting (TCSPC) unit of the
FLSP920 spectrofluorometer. The time profiles were deter-
mined at the maximum of emission bands after excitation at
375 nm (diode laser EPL-375, full width at the half maximum
≈ 80 ps).

NMR

All the NMR spectra were obtained using the Bruker AVANCE
III HD spectrometer at 16.4 T (700 MHz proton frequency)
using a 5 mm TXI z-gradient probe. For the NMR spectra, we
used a solution of 2–3 mg tenoxicam in deuterated chloro-
form, acetone-d6 and in CD3CN (saturated solution). One-

Fig. 5 Delta of electron energy (ΔE) for TXM-BKE in vacuo with varia-
tion of the dihedral angle 1′–2′–16–14, see Fig. 1 for atom numeration.
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dimensional 1H and 13C{1H} and two dimensional NOESY,
13C-HSQC, 13C-HMBC, 15N-HSQC were used to unambigu-
ously assign all signals in CDCl3. The chemical shifts of 1H
and 13C nuclei were related to the resonance of chloroform-
d1.

42 The 15N chemical shift has not been adjusted and used
as it is from the TOPSPIN software, which uses indirect
referencing. Temperature variation was achieved using cold
nitrogen gas from the liquid nitrogen evaporator (standard
Bruker equipment). A complete assignment of the 1H, 13C
and 15N nuclei is presented in Table 1 for the two forms of
TXM in chloroform-d1.

In all three solvents, by lowering temperature, we detected
the formation of the ZWC form of tenoxicam. At low tempera-
tures, we observed two signals at about 15–16 ppm. These
high chemical shifts are unusual and appear only when the
proton is connected to an electronegative atom, such as N or
O, and also participates in hydrogen bonding with the second
electronegative atom. Similar chemical shifts of protons can
be found in the double-stranded DNA duplex, where the im-
ino protons of guanine and thymine located between two N
atoms form a Watson–Crick pair.43 Note that at intermediate
temperatures (−25 °C in chloroform), two forms are in ex-
change with each other; this is confirmed by strong cross-
peaks in the 2D EXSY spectrum, as shown in the ESI.‡ The
ratio between ZWC and BKE is determined by the tempera-
ture (Fig. 5 NMR).

Synthesis and investigation of the TXM solvates

Herein, three sets of crystallization experiments were
performed in chloroform: at room temperature, at −18 °C in
Novosibirsk city and at −18 °C at the “Kurchatov Institute” in
the Center for Synchrotron Radiation and Nanotechnology
(Moscow). In every experiment, approximately 0.125 g of TXM
was dissolved under slow heating in 7 ml of chloroform.
Crystallization at room temperature provided a powder
containing two single crystals. Single crystal X-ray diffraction
experiment was performed for one of these crystals, and the
structure of TXM-CHCl3-I was solved. The calculated powder
diffraction of this structure was identical to the experimental
powder diffraction determined for the TXM-CHCl3 solvate
obtained in the literature18 (see S22 in ESI‡). X-ray powder
diffraction study of the remaining powder showed that this
powder of TXM I was a polymorph modification. Crystalliza-
tion at −18 °C provided needle-shaped crystals, which were
very long and thin. We tried to obtain the single crystal X-ray
data from these crystals using a laboratory diffractometer in
the Department of Solid State Chemistry at the Novosibirsk
State University; however, the intensity of the reflections was
not enough for structure solution, and only cell parameters
were identified. The cell parameters do not match with the
cell parameters of TXM-CHCl3-I or with the cell parameters
of the known structure of the third polymorphic modification

Table 1 Chemical shifts and assignments of two forms of tenoxicam in chloroform-d1. Numbering is shown on Fig. 1a

Chemical shift of ZWC form (ppm) Chemical shift of BKE form (ppm) Difference of chemical shifts

Nuclei number
Experimental
at −55 °C

Experimental
at −25 °C

Predicted
by Mnova

Experimental
at 25 °C

Experimental
at −25 °C

Predicted
by Mnova “ZWC-BKE” at 25 °C (ppm)Proton

H3′ 7.17 7.17 7.45 8.22 8.25 7.12 −1.08
H4′ 8.17 8.14 8.01 7.77 7.82 7.72 0.32
H5′ 7.41 7.38 7.80 7.13 7.18 6.69 0.2
H6′ 9.07 9.00 7.97 8.37 8.39 8.30 0.61
H1′ (NH) 15.79 15.91 14.21 NA NA NA —
H17 (OH) NA NA NA 13.14 13.20 11.19 —
H16 (NH) 14.96 15.06 9.23 8.77 8.88 9.41 6.18
H13 (CH3) 3.04 3.05 3.09 3.02 3.03 2.86 0.02
H6 7.71 7.66 7.56 7.73 7.79 7.47 −0.13
H7 7.42 7.40 7.44 7.45 7.49 7.42 −0.09
Carbon
C2′ 149.69 149.88 147.1 150.70 149.91 150.6 −0.03
C3′ 115.59 115.56 119.7 114.44 114.41 115.0 1.15
C4′ 145.72 145.48 143.1 138.45 138.94 138.1 6.54
C5′ 118.24 117.99 125.5 120.85 121.03 119.5 −3.04
C6′ 138.48 138.06 142.0 148.46 148.41 149.1 −10.35
C3 108.16 108.15 106.0 111.23 110.34 127.6 −2.19
C4 167.13 NM 146.6 156.80 156.23 154.5 10.33b

C6 131.99 131.74 121.2 132.52 132.98 124.1 −1.24
C7 123.74 123.58 123.9 124.07 124.07 124.7 −0.49
C8 136.39 137.36 138.1 138.67 137.65 140.1 −0.29
C9 144.67 144.30 133.8 135.66 135.04 126.7 9.26
C13 40.48 40.24 36.1 40.28 40.34 375 −0.1
C14 168.55 NM 165.3 167.14 NM 166.3 1.41b

Nitrogen
N1′ NM 164 412.7 NM NM 275.1 —
N16 NM 118 121.6 135 148 126.9 −30
a NA - not available, NM – not measured. b Calculated for different temperatures, chemical shift prediction was done in Mnova software version 12.

CrystEngComm Paper

Pu
bl

is
he

d 
on

 1
8 

Ju
ly

 2
01

9.
 D

ow
nl

oa
de

d 
by

 B
un

de
sa

ns
ta

lt 
fu

er
 M

at
er

ia
lf

or
sc

hu
ng

 u
nd

 -
pr

ue
fu

ng
 o

n 
8/

9/
20

19
 5

:0
3:

49
 P

M
. 

View Article Online

https://doi.org/10.1039/c9ce00874h


CrystEngComm This journal is © The Royal Society of Chemistry 2019

of tenoxicam. We suggest that it is the second polymorph
modification of the TXM chloroform solvate and call this
phase TXM-CHCl3-II. The FTIR spectrum was obtained for
this substance. XRPD shows that the TXM-CHCl3-II phase is
not the TXM I polymorph modification or TXM-CHCl3-I, and
after heating to a temperature of 160 °C degrees and keeping
for 1.5 hours at this temperature, the TXM-CHCl3-II phase
transforms to the TXM I polymorph modification (see S23 in
ESI‡). For the determination of the TXM-CHCl3-II structure,
we repeatedly grew the TXM-CHCl3-II crystals at −18 °C at the
“Kurchatov Institute” in the Center for Synchrotron Radiation
and Nanotechnology (Moscow). To our surprise, except for
the crystals of TXM-CHCl3-II, we found new block-shaped
crystals. The cell parameters of this phase did not match with
the cell parameters of the TXM-CHCl3-I solvate and TXM-
CHCl3-II solvate. We called this phase TXM-CHCl3-III.

The crystals of the TXM-ACE solvate were synthesized by
dissolving 20 mg of TXM in 10 ml acetone and crystallization
under room conditions. The crystals of the TXM-DMFA sol-
vate were synthesized by dissolution of 33.7 mg of TXM in 2
ml of N,N-dimethylformamide and crystallization at 4 °C. The
crystals of TXM-ACE and TXM-DMFA were obtained and char-
acterized only through XRPD early in Cantera et al. (2002);23

however, the crystal structures were not previously solved.
Experiments with cyclohexane (20 mg of TXM/50 ml cyclo-

hexane), toluene (14 mg of TXM/17 ml toluene) and dioxane
(20 mg of TXM/10 ml dioxane) were also carried out. No crys-
tal phase was obtained in the case with cyclohexane, and the
powder of the TXM polymorph I was found by the XRPD
method in the toluene and dioxane cases.

XRPD

All powder samples were characterized by XRPD using the
Stoe & Stadi-MP diffractometer with Cu Kα radiation (λ =
1.54060 Å) at the operating potential of 40 kV and the electric
current of 40 mA and the Mythen 1 K detector.

FTIR spectroscopy

The powder of TXM-CHCl3-II was extracted from chloroform
on filter paper just before obtaining the spectra. The FTIR
ATR spectra were obtained using DigiLab Excalibur 3100,
Varian spectrometer equipped with a MIRacle ATR accessory
in the range 600–4000 cm−1 with the resolution of 2 cm−1

without any sample preparation.

Crystal structure determination

Suitable-quality crystals of TXM-CHCl3-I, TXM-ACE, TXM-
DMFA solvates were selected using polarized light via a
microscope and mounted by means of MiTeGen Micro-
Mounts using MiTiGen LV Cryo Oil (LVCO-1) onto the
Xcalibur (Ruby, Gemini Ultra; ω-scan mode) diffractometer.
Suitable-quality crystals of TXM-CHCl3-II andTXM-CHCl3-III
were investigated using the “Belok” beamline (λ = 0.7937 Å,
direct (θ = 0°) geometry, φ-scan mode) at Kurchatov Synchro-
tron Radiation Source (National Research Center ‘Kurchatov

Institute’ in Moscow). The diffraction data were obtained at
293(2) K for TXM-CHCl3-I, TXM-ACE, and TXM-DMFA crys-
tals and at 100(2) K for TXM-CHCl3-II and TXM-CHCl3-III
crystals. All structures were solved using Olex2 as GUI44 by
the ShelXT solution program45 and refined with the
ShelXL46 refinement package using least squares minimiza-
tion. TXM-CHCl3-I and TXM-CHCl3-III were crystallized in
the monoclinic P21/c space group with two molecules TXM-
ZWC and two chloroform molecules in the asymmetric unit
of TXM-CHCl3-I structure and one molecule TXM-ZWC and
one chloroform molecule in the asymmetric unit of TXM-
CHCl3-III. TXM-CHCl3-II crystallizes in the orthorhombic
P212121 space group with two molecules TXM-ZWC and four
chloroform molecules in the asymmetric unit. TXM-ACE and
TXM-DMF crystallized in the triclinic P1̄ space with one
TXM-ZWC and one solvent molecule in the asymmetric unit.
We checked all the available TXM-CHCl3-I crystals, and the
best dataset had Rint = 24.7% and I/sigma = 7.5 at 0.84 Å
resolution. We speculated that it was connected with partic-
ular decomposition of the crystal before or during the X-ray
experiment. However, this dataset allowed us to solve and
refine this structure (R1 of the final model is 11.6%) and re-
liably determine that tenoxicam was in the zwitterionic state
in the TXM-CHCl3-I structure. Solvent molecules in de-
scribed structures (except for the TXM-CHCl3-III structure)
were particularly or completely disordered: in the TXM-
CHCl3-I structure, the one chloroform molecule was
completely disordered (atom occupancy ratio was 0.545Ĳ13)/
0.455Ĳ13)), and all atoms except carbon were disordered in
the second chloroform molecule (atom occupancy ratio was
0.64Ĳ4)/0.36Ĳ4)); moreover, in the TXM-CHCl3-II structure,
carbon of one chloroform molecule was disordered (atom
occupancy ratio was 0.5/0.5); however, in the TXM-ACE sol-
vate structure, the methyl group of acetone was disordered
(atom occupancy ratio was 0.58Ĳ6)/0.42Ĳ6)), and in the TXM-
DMFA solvate structure, the O and H atoms connected with
carbon in the DMFA molecule were disordered (the ratio of
atom occupancy was 0.654(18)/ 0.346Ĳ18)).

All non-H atoms were anisotropically refined except for
the fully disordered chloroform molecule of the TXM-CHCl3-I
structure. The C–Cl distances of this molecule were
constrained with d = 1.78(2) Å. All H atoms except the H
atoms connected with disordered carbon of the acetone mol-
ecule in the TXM-ACE structure were refined free. The H
atoms in the TXM-CHCl3-I, TXM-CHCl3-II, TXM-CHCl3-III and
TXM-DMFA structures were refined using a riding model,
with the following assumptions and restraints: N–H = 0.86 Å;
C–H (aromatic rings and in DMFA molecule) = 0.93 Å; C–H
(methyl groups of TXM, DMFA and acetone) = 0.96 Å and
C–H (chloroform molecule) = 0.98 Å and UisoĲH) = 1.5 UeqĲC)
for the –CH3 groups, and 1.2 Ueq(C and N) for other groups.

Computer programs: CrysAlis PRO 1.171.39.46,46

SHELXT,45 SHELXL,45 Olex2,44 Mercury,47 WinXPOW,48 and
OriginPro v.8.49 Crystal structure of the TXM solvate with ace-
tonitrile has been already solved by Caira et al. (1995);22 how-
ever, for more accuracy in atom coordinate positions, in this
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study, we obtained the data from this solvate and resolved
the structure again.
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S1. Table of positions of maxima of absorption and fluorescence emission bands in 

wavelengths (λmax
abs, λmax

flr) and wavenumbers (νmax
abs, νmax

flr), Stokes shifts (Δν) and 

fluorescence quantum yields (ΦF) of TXM in various solvents; dielectric constant of used 

solvents (ε) [1]. a 

 

Solvent ε λmax
abs /nm λmax

flr /nm 

vmax
abs

/103cm−1  
vmax
flr

/103cm−1  ∆v/103cm−1 ΦF/10
−3   

Cyclohexane 2.02 342 494 29.2  20.2  9.0 2.3   

Dioxane 2.21 343 512 29.2  19.5  9.6 2.8   

Toluene 2.38 346 500 28.9  20.0  8.9 2.2   

Chloroform 4.89 345 492 29.0  20.3  8.7 2.1   

THF 7.58 344 503 29.1  19.9  9.2 −*   

Acetone 20.6 346 515 28.9  19.4  9.5 1.2   

ACN 35.9 354 515 28.3  19.4  8.8 0.9   

DMSO 46.4 386 540 25.9  18.5  7.4 −*   

* not determined due to large contribution from impurity 

a 
The ΦF values were determinted with respect to kynurenine in aqueous solution, ΦF (KN) = 8.2×10-3 [2]. 

 

  



S2. Picture of Absorption and fluorescence emission and excitation spectra recorded with TXM in  

cyclohexane, dioxane, toluene and acetone at different excitation and emission wavelengths. 
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S3. Picture of fluorescence time profiles recorded with TXM in low polar solvents at 500 nm after 

the excitation at 375 nm. 

 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



S4 Temperature influence on TXM absorption spectra in Acetonitrile and Chloroform. 
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S5. Figure 700 MHz 1H NMR spectrum of TXM in CDCl3 at 25 °C. BKE form of TXM is predominant 
at high temperature. Assignments of all protons are shown on the spectrum. 
 

 
 
 
 
 
  



S6. Figure 176.1 MHz 13C{1H} NMR spectrum of TXM in CDCl3 at 25 °C. BKE form of TXM is 
predominant at high temperature. Assignments of all carbons are shown on the spectrum. To 
suppress all 13C-1H scalar couplings a broadband decoupling on proton channel was applied during 
acquisition. 
 
 

 
 
 
 

  



S7. Figure 1H-13C HSQC NMR spectrum of TXM in CDCl3 at 25 °C. BKE form of TXM is predominant 
at high temperature. Cross-peaks in HSQC spectrum indicate correlation between directly bonded 
protons and carbons (C-H bonds). 

 
 
  



S8. Figure 1H-13C HMBC NMR spectrum of TXM in CDCl3 at 25 °C. BKE form of TXM is predominant 
at high temperature. Cross-peaks in HMBC spectrum indicate correlation between protons and 
carbons separated by 2-4 covalent bonds, while direct correlation of single-bonded protons and 
carbons are suppressed. HMBC allows to assign quaternary carbons and carbonyl fragments. 
 
 

 
 
 
  



S9. Figure 1H-15N HSQC NMR spectrum of TXM in CDCl3 at 25 °C. BKE form of TXM is predominant 
at high temperature. Cross-peaks in 1H-15N HSQC spectrum indicate correlation between directly 
bonded protons and nitrogens (N-H bonds). In BKE form we see only one cross-peaks assigned to 
H16 and N16. 
 
 

 
 
 

  



S10. Figure 700 MHz 1H NMR spectrum of TXM in CDCl3 at -55 °C. ZWC form of TXM is predominant 
at low temperature. Assignments of all protons are shown on the spectrum. Small, not assigned 
peaks stand for the BKE form. 
 

 
  
 

  



S11. Figure 176.1 MHz 13C{1H} NMR spectrum of TXM in CDCl3 at 25 °C. ZWC form of TXM is 
predominant at low temperature. Assignments of all carbons are shown on the spectrum. To 
suppress all 13C-1H scalar couplings a broadband decoupling on proton channel was applied during 
acquisition. 

 
 
 
 

  



S12. Figure 1H-13C HSQC NMR spectrum of TXM in CDCl3 at 25 °C. ZWC form of TXM is 
predominant at hlow temperature. Cross-peaks in HSQC spectrum indicate correlation between 
directly bonded protons and carbons (C-H bonds). 

 
 

 
 
  



S13. Figure 1H-13C HMBC NMR spectrum of TXM in CDCl3 at 25 °C. ZWC form of TXM is 
predominant at low temperature. Cross-peaks in HMBC spectrum indicate correlation between 
protons and carbons separated by 2-4 covalent bonds, while direct correlation of single-bonded 
protons and carbons are suppressed. HMBC allows to assign quaternary carbons and carbonyl 
fragments. 

 
 
 
 
 
 
  



S14. Figure 700 MHz 1H NMR spectrum of TXM in CDCl3 at -25 °C. Both forms (ZWC and BKE) of 
TXM are present. Assignments of all protons are shown on the spectrum. Here “z” after nuclei 
number indicates ZWC, while “b” indicates BKE form. 

 
 

 
  



S15. Figure 1H-13C HSQC NMR spectrum of TXM in CDCl3 at -25 °C. Both forms (ZWC and BKE) 
of TXM are present. Cross-peaks in HSQC spectrum indicate correlation between directly bonded 
protons and carbons (C-H bonds). Here “z” after nuclei number indicates ZWC, while “b” indicates 
BKE form. 

 
 
 
 
 

  



S16. Figure 700 MHz 1H NMR NOESY (EXSY) spectrum of TXM in CDCl3 at -25 °C. Cross-peaks 
in EXSY spectrum shows exchanging nuclei on a time scale of a mixing time (0.5s). Here “z” after 
nuclei number indicates ZWC, while “b” indicates BKE form. Labile protons 17b, 16b, 1'z are also in 
exchange with residual water (not shown here). 
 

 
 
 
 

  



S17. Figure 1H-15N HSQC NMR spectrum of TXM in CDCl3 at -25 °C. Both forms (ZWC and BKE) 
of TXM are present. Cross-peaks in 1H-15N HSQC spectrum indicate correlation between directly 
bonded protons and nitrogens (N-H bonds). In BKE form we see only one cross-peaks assigned 
while in ZWC form we see two cross-peaks, indeed, confirming that H17 proton moved to position 
H1'. 

 
 
 
 
  



S18. Figure 700 MHz 1H NMR spectra of TXM in deuterated acetone, measured at various 
temperatures from -85 °C to 25 °C. Similar to spectra in chloroform (see main text) by lowering 
temperature two new peaks in high chemical shift region (15-16 ppm). This is an indication of 
hydrogen bond formation in the molecule, so ZWC form. At high temperature BKE form is dominant. 
At temperature -35 °C we observe broad peaks, this and indication that two forms exchange between 
each other. 
 

 
 

 
 
  



S19. Figure 700 MHz 1H NMR spectra of TXM in deuterated acetonitrile (CD3CN), measured at 
various temperatures from -25 °C to 25 °C. Similar to spectra in chloroform (see main text) and in 
acetone by lowering temperature two new peaks in high chemical shift region (15-15.5 ppm). This 
is an indication of hydrogen bond formation in the molecule, so ZWC form. At high temperature BKE 
form is dominant. At temperature -15 °C we observe broad peaks, this and indication that two forms 
exchange between each other. 

 
  



S20. Table of Crystallographic information about TXM solvates with chloroform (TXM-CHCl3-I, TXM-
CHCl3-II, TXM-CHCl3-III), acetone (TXM-ACE), N,N-dimetilformamide (TXM-DMFA) and acetonitrile 
(TXM-ACY); which were synthetized and solved.   
 

 TXM-CHCl3-I TXM-CHCl3-II TXM-CHCl3-III 

CCDC number 1890995 1904023 1904022 

Crystal data 

Chemical formula C13H11N3O4S2·CHCl3 C13H11N3O4S2·2(CHCl3) C13H11N3O4S2·CHCl3 

Mr 456.74 576.10 456.74 

Crystal system, space 
group 

Monoclinic, P21/c Orthorhombic, P212121 Monoclinic, P21/c 

Temperature (K) 293(2) 100(2) 100(2) 

a, b, c (Å) 10.6019 (12), 12.781 (1), 
28.841 (2) 

9.5960 (19), 16.740 (3), 
28.301 (6) 

13.579 (3), 10.135 (2), 
14.880 (3) 

, ,  (°) 90, 92.076 (10), 90 90, 90, 90 90, 116.58 (3), 90 

V (Å3) 3905.5 (6) 4546.2 (16) 1831.3 (8) 

Z 8 8 4 

Radiation type Mo K Synchrotron,  = 0.7937 Å Synchrotron,  = 0.7937 Å 

 (mm-1) 0.71 1.33 1.04 

Crystal size (mm) 0.3 × 0.25 × 0.13 0.1 × 0.03 × 0.03 0.1 × 0.1 × 0.08 

 

Data collection 

Diffractometer Xcalibur, Ruby, Gemini 
ultra (Rigaku Oxford 
Diffraction, 2018) 

“Belok” beamline NRC 
“Kurchatov Institute” 

“Belok” beamline NRC 
“Kurchatov Institute” 

Absorption correction Multi-scan  
CrysAlis PRO  

Empirical  
XDS (Kabsch, 2010) 

Empirical  
XDS (Kabsch, 2010) 

 Tmin, Tmax 0.643, 1.000 0.759, 1 0.911, 1 

No. of measured, 
independent and 

 observed [I > 2(I)] 
reflections 

54415, 6880, 2586   38347, 10006, 7832   17905, 4021, 3593   

Rint 0.247 0.064 0.037 

(sin /)max (Å-1) 0.595 0.649 0.649 

 

Refinement 

R[F2 > 2(F2)], wR(F2), S 0.116,  0.396,  1.03 0.064,  0.178,  1.03 0.042,  0.112,  1.06 

No. of reflections 6880 10006 4021 

No. of parameters 496 552 236 

H-atom treatment H-atom parameters 
constrained 

H-atom parameters 
constrained 

H-atom parameters 
constrained 

max, min (e Å-3) 0.76, -0.59 1.22, -0.89 0.34, -0.56 

No. of restraints 6 0 0 

 TXM-ACE TXM-DMFA TXM-ACY 

CCDC number 1538111 1538134 1904101 

Crystal data 

Chemical formula C13H11N3O4S2·C3H6O C13H11N3O4S2·C3H7NO C13H11N3O4S2·C2H3N 

Mr 395.44 410.46 378.42 

Crystal system, space Triclinic, P¯1 Triclinic, P¯1 Monoclinic, P21/n 



group 

Temperature (K) 293(2) 293(2) 293(2) 

a, b, c (Å) 8.9341 (4), 8.9659 (5), 
11.9315 (6) 

9.1060 (4), 9.4381 (4), 
11.6586 (6) 

9.1718 (3), 8.9965 (3), 
21.1092 (8) 

, ,  (°) 75.325 (4), 81.348 (4), 
89.620 (4) 

74.530 (4), 77.500 (4), 
85.545 (3) 

98.591 (4) 

V (Å3) 913.55 (8) 942.56 (8) 1722.26 (11) 

Z 2 2 4 

Radiation type Mo K Mo K Mo K 

 (mm-1) 0.32 0.32 0.34 

Crystal size (mm) 0.5 × 0.45 × 0.2 0.45 × 0.24 × 0.14 0.13 × 0.07 × 0.01 

 

Data collection  

Diffractometer Xcalibur, Ruby, Gemini 
ultra 

Xcalibur, Ruby, Gemini 
ultra 

Xcalibur, Ruby, Gemini 
ultra 

Absorption correction Multi-scan  

CrysAlis PRO 
Multi-scan  

CrysAlis PRO 
Multi-scan  

CrysAlis PRO 

 Tmin, Tmax 0.907, 1.000 0.827, 1.000 0.823, 1.000 

No. of measured, 
independent and 

 observed [I > 2(I)] 
reflections 

15092, 4269, 3370   11967, 3857, 2958   26375, 3527, 2809   

Rint 0.028 0.034 0.060 

(sin /)max (Å-1) 0.658 0.625 0.625 

 

Refinement  

R[F2 > 2(F2)], wR(F2), S 0.038,  0.108,  1.05 0.043,  0.123,  1.04 0.043,  0.101,  1.06 

No. of reflections 4269 3857 3527 

No. of parameters 289 257 228 

H-atom treatment H atoms treated by a 
mixture of independent 
and constrained 
refinement 

H-atom parameters 
constrained 

H-atom parameters 
constrained 

max, min (e Å-3) 0.28, -0.34 0.25, -0.30 0.043,  0.101,  1.06 

 
  
 

  



S21. Hydrogen-bond geometry for described structures. Numeration as reported within crystal 
structures.* 
 

TXM-CHCl3-I 

D—H···A D—H (Å) H···A (Å) D···A (Å) D—H···A (°) 

N1A—H1A···O1A 0.86 2.03 2.655 (10) 129.3 

N1A—H1A···O1B 0.86 2.20 2.905 (11) 138.7 

N1B—H1B···O1A 0.86 2.19 2.872 (11) 136.3 

N1B—H1B···O1B 0.86 2.00 2.645 (10) 130.9 

N2A—H2A···O2A 0.86 1.87 2.608 (10) 142.3 

N2B—H2B···O2B 0.86 1.88 2.606 (11) 141.4 

TXM-CHCl3-II 

N2B—H2B···O2B 0.88 1.84 2.584 (9) 140.6 

N2A—H2A···O2A 0.88 1.88 2.591 (9) 136.6 

N1B—H1B···O1Ai 0.88 2.15 2.830 (10) 133.5 

N1B—H1B···O1B 0.88 1.96 2.634 (8) 132.5 

N1A—H1A···O1A 0.88 1.98 2.645 (8) 131.2 

N1A—H1A···O1Bii 0.88 2.12 2.797 (10) 133.5 

C14B—H14B···O2B 1.00 2.07 2.963 (11) 146.8 

C14A—H14A···O2Aiii 1.00 2.12 2.962 (12) 140.7 

TXM-CHCl3-III 

N2—H2···O2 0.88 1.85 2.595 (3) 141.4 

N1—H1···O1iv 0.88 2.21 2.893 (2) 134.5 

N1—H1···O1 0.88 1.96 2.634 (2) 132.1 

TXM-ACE 

N2—H2···O2 0.87 (2) 1.86 (2) 2.6098 (19) 143.0 (18) 

N1—H1···O1 0.86 (2) 1.97 (2) 2.6155 (18) 130.9 (17) 

N1—H1···O1v 0.86 (2) 2.18 (2) 2.8767 (18) 138.2 (17) 

TXM-DMFA 

N2—H2···O2 0.86 1.88 2.602 (2) 141.2 

N1—H1···O1vi 0.86 2.17 2.871 (2) 137.9 

N1—H1···O1 0.86 1.97 2.620 (2) 131.8 

TXM-ACY 

N1—H1···O1 0.86 2.00 2.641 (2) 131.1 

N1—H1···O1vii 0.86 2.20 2.898 (2) 138.2 

N2—H2···O2 0.86 1.90 2.624 (2) 141.3 

Symmetry code(s):  (i) x-1, y, z; (ii) x+1, y, z; (iii) -x+2, y-1/2, -z+3/2; (iv) -x+1, -y+1, -z+2; (v) -x+2, -y+2, -z+1; 
(vi) -x, -y+1, -z+1; (vii) -x+1, -y+1, -z+1. 
*Look file ‘cif’ with CSD Refcode: 1890995, 1904023, 1904022, 1538111, 1538134, 1904101. 
 
 
 
 
 
 
 
 
 
 



S22. Sulphur-bond geometry for described structures. 
 

D—S···A D—S (Å) S···A (Å) D···A (Å) 

TXM-ZWC 1.27 3.03 2.81 

TXM-BKE 1.33 3.06 2.82 

TXM-BKE-0 1.33 3.06 2.82 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



S23. Comparison of experimental powder pattern of TXM chloroform solvate publicized in Patel et. 
al.[3] (1) and calculated powder pattern from solved in this work TXM-CHCI3-I structure. This 
comparison shows that it is similar phases. Blue stars indicate picks from impurity phase in (1) 
sample. Experimental pattern (1) slightly shifted to the left relative to the calculated diffraction pattern 
(2). 
 
 

 
 
  



S24. Comparison of theoretical powder diffraction pattern calculated from TXM-CHCl3-I structure (1) 
with experimental powder pattern from the phase which we call TXM-CHCl3-II (2). Powder pattern 
(3) was recorded from the sample of TXM-CHCl3-II which was warmed up at a temperature of 160 
°C degrees for 1.5 hours. Powder pattern (4) belongs to the polymorph modification 1 of TXM and 
was taken from Patel et al.[3]. This picture shows that TXM-CHCl3-I and TXM-CHCl3-II are different 
phases and TXM-CHCl3-II passes into the polymorph modification 1 of TXM as a result of 
desolvation. 
  



S25. Table of root-mean square deviation (RMSD) of backbone atomic position (without hydrogen 
atoms) in Angstrom (Å) for the tenoxicam zwitterionic form (TXM-ZWC) within solvents respect its 
pure form. Highlighted in green are the crystal structures solved in this article. 
  

COFORMER/SOLVENT RMSD  (Å) 
- 0 

chloroform (form I) 0.091 
acetonitrile 0.121 

acetone 0.126 
salicylic acid 0.130 

N,N-dimetilformamide 
benzoic acid 

0.149 
0.154 

nitromethane 0.155 
chloroform (form III) 0.171 

propinoic acid 0.174 
catechol 0.194 

resorcinol 0.201 
acetic acid 0.227 
pyrogallol 0.234 

chloroform (form II) 0.237 
formic acid 0.245 

 

  



S26. Table of Free energy (G) calculated at 298.15 K for the three full-optimized in vacuo TXM keto-
enolic forms: zwitterionic (ZWC), β-keto-enolic (BKE), β-diketone. 
  
 

TXM keto-enolic form G / (kcal/mol) 
ZWC -1106709.663952 
BKE -1106711.861490 
BDK -1106699.375304 

 
  



S27. Table of interaction energy calculated with perturbation theory[4] between the lone pair of H-
acceptor and N—H σ* orbitals for ZWC and O—H σ* orbitals for BKE. 
 

TXM keto-enolic form E (kcal/mol) 
ZWC 30.73 
BKE 0 

BKE0* 19.63 
*BKE form with planar dihedral angle 1’—2’—16—14 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



S28. IR spectra obtained for the TXM solvate with chloroform second form (TXM-CHCl3-II) without 
any sample preparation from 600 to 4000 cm−1 with the resolution of 2 cm−1. 
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CHAPTER III 

Quantum Chemical Topology applied to Catalysis  
 

Summary: 

The chapter describes use of a range of advanced computational methodologies to investigate the 

reactivity of a popular and industrially-important catalytic molecule as Dess-Martin Periodinane (DMP), 

which is amongst the most popular catalysts for oxidation of simple alcohols. However, despite myriad 

publications on its experimental applications, very little remains understood about its reactivity. In the 

present contribution, we explore the reactivity of the DMP molecule by a series of quantum chemical 

topological tools. It is found that the iodine  atom in the DMP molecule, a λ5-iodane catalyst, is 

hypervalent due to the presence of two very weak three-centre-four-electron interactions. A combination 

of the Source Function and Espinosa’s topological indices indicates preferential dissociation of only a 

subset of the iodine-ligand bonds and therefore sheds new light on the favourable reactivity of the 

molecule. Further, the inability to modify the reactivity of the iodine centre by ligand substitution 

indicates non-trivial reactivity of the DMP molecule. This is of great interest for experimental development 

of novel DMP-based catalysts. 

The present study makes use of quantum chemical topological tools. These techniques have proven highly 

successful in the description of molecular reactivity. Despite their success, however, many computational 

chemists continue to overlook these tools for the investigation of molecular reactivity. The present work 

not only offers new insight into the reactivity of the DMP molecule, but further highlights the strength of 

these tools in understanding the reactivity of complex molecules.  

Conclusions: 

• The Dess-Martin periodinane molecular structure was investigated by a combination of 

topological analysis and DAFH methods. By combination of these techniques, it was 

found that the reactivity of the DMP molecule, which is central to its catalytic activity, 

results from the presence of two labile 3c-4e bonds. Further, in DMP the presence of 

two 3c-4e bonds confirms a mechanism for the hypervalency of this λ5-iodane center. 

• The variation of ED at the aromatic ligand did not result in any notable change in the 

apparent reactivity of the DMP molecule. Thus, it appears that the main contribution of 

the aromatic ligand may simply be to modify the sterics of the reactive center. The 

work presented here offers unique insight into the catalytic reactivity of the DMP 

molecule, and highlights the power of topological analysis and DAFH methods for such 

studies. 

Contribution: 

The project was managed by me other that the Investigation, data curation, formal analysis, While the 

conceptualization of results was done in in equal part with Dr. Adam A. L. Michalchuk. 
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Abstract
Dess-Martin periodinane (DMP) and its derivatives are popular organic catalysts. DMP is

extremely reactive in the presence of alcohols, catalyzing their oxidative conversion into

ketones. However, despite their widespread use, this reactivity has not yet been explained. In

the present work, a quantum chemical topological approach is taken to study the electronic

structure of DMP. Topological analysis revealed two of the iodine…ligand interactions to be

notably weaker than the two others. Combined with study of the domain-averaged Fermi hole

(DAFH), it was confirmed that the iodine center is λ5-hypervalent, forming two 3-center-

4-electron and two 3-center-2-electrons bonds. The weakness of these multicenter bonds is

ascribed to the high reactivity displayed by DMP. The ability to tune the ligand-iodine interac-

tions is investigated by altering the electronic structure of the ligands. It is demonstrated that

DAFH analysis offers powerful insight into the understanding of molecular reactivity.

KEYWORDS

dess-martinperiodinane (DMP), domain-averaged-Fermi-hole (DAFH), Espinosa-indexes,

quantum-theory-atom-inmolecules (QTAIM), source function (SF)

1 | INTRODUCTION

Hypervalent iodine compounds are popular organo-catalysts. To date, compounds based on hypervalent iodine have found application across a

broad spectrum of syntheses of both academic and industrial interest. Of particular note is the use of these compounds in the production of phar-

maceuticals and polymers.[1–9] Among these iodine organo-catalysts, Dess-Martin periodinane (DMP) has found particular popularity as a high

yielding and chemo-selective reagent for the oxidation of alcohols.[10,11] The iodine center within this molecule is formally I(V), known as a

λ5-iodane.

The molecular structure of DMP is similar to o-iodoxybenzoic acid (IBX),[12] another λ5-iodane hypervalent catalyst. While IBX is more easily

prepared than DMP, it is explosive and thus not usable on an industrial scale. Further, the selectivity and yields of oxidation reactions obtained

with IBX are much lower than those catalyzed by DMP.[12] With its beneficial properties and widespread use, DMP is largely regarded as a refer-

ence point for the development of novel λ5-iodane catalysts.[13–15]

A putative mechanism for the reactivity of DMP has been proposed, Scheme 1.[11,12] The alcohol first coordinates to the DMP iodine center,

which leads to expulsion of an acetate ligand. Proton transfer occurs from the alcohol to a neighboring acetate ligand, with associated loss of both

ligands. Numerous experimental studies have lent support to this mechanism,[16–20] with limited theoretical investigations available.[21] While the

available literature has developed this generic reaction scheme, a thorough understanding of its details and driving force remains unknown.
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A recent theoretical investigation of the related λ3-iodanes[22] has revealed novel insight into iodine-based catalysis. It was found that the

driving force for their catalytic activity rests in a pseudo-Jahn-Teller (PJT) process. That is, that a geometric distortion about the central iodine

atom was required to introduce formation of the stabilizing 3c4e bond. This therefore poses the question as to whether a similar mechanism is

responsible for the popular λ5-iodane catalyst, DMP. Such information is crucial for the selective design of novel catalytic compounds.

The present work aims to use a novel approach to the study of DMP and its reactivity, namely, via quantum chemical topological analysis.

This is done by application of the quantum theory of atoms in molecules (QTAIM)[23] and the study of the domain-averaged Fermi hole

(DAFH).[24–27] These methods, based on the direct study of the electron density, have proven to be powerful in order to correlate chemical bond-

ing with molecular reactivity.[22,28–30] This work seeks to better understand the intrinsic electronic factors that drive the reactivity of the DMP

molecule. In this process, we aim to offer insight into the mechanisms of a broader class of λ5-iodane catalyst toward targeted design of new cata-

lytic molecules.

2 | THEORETICAL BACKGROUND

The Fermi hole[31–33] relates to the probability of locating one electron at position r1with spin state σ1, if a second is fixed at position r2 with spin

state σ2. This probability, Pr2,σ2 r1,σ1ð Þ, is given in terms of pair density ρ2(r1, σ1, r2, σ2)
[31–33]

ρ2 r1,σ1,r2,σ2ð Þ¼ N
2

� �ð
R3ð ÞN−2

X
σ1,…,σN2Z2

Ψ r1,σ1,r2,σ2,…,rN,σNð Þj j2dr3…drN ð1Þ

Here, (ri, σi) 2 R3 × Z2 are spin-space coordinates for the ith electron. Pr2,σ2 r1,σ1ð Þ can therefore be defined as the conditional

probability[31–33]

Pr2,σ2 r1,σ1ð Þ¼2ρ2 r1,σ1,r2,σ2ð Þ=ρ r2,σ2ð Þ ð2Þ

with,

ρ r2,σ2ð Þ¼ N
1

� �ð
R3ð ÞN−1

X
σ1,…,σN2Z2

Ψ r1,σ1,r2,σ2,…,rN,σNð Þj j2dr1,dr3…drN: ð3Þ

The antisymmetry of the electron spin wave function imposes two cases. When electronic spins are parallel, the probability of locating the

second electron in the proximity of the first is minimal. Instead, when electronic spins are anti-parallel, there is an increased probability of locating

the second electron in the proximity of the first. This probability is defined according to[31–33]

hr2,σ2 r1,σ1ð Þ¼ ρ r1,σ1ð Þ−Pr2,σ2 r1,σ1ð Þ, ð4Þ

where hr2,σ2 r1,σ1ð Þ>0signifies a Fermi heap and hr2,σ2 r1,σ1ð Þ<0 is indicative of a Fermi hole. The concept of the density averaged Fermi hole

(DAFH) follows closely from this concept.[24–27] In DAFH, depending on its spin wavefunction relative to the first electron, the second electron is

thought to be confined to a volume space, analogous to an atomic basin Ω. Equation (2) thus becomes[24–27]

SCHEME 1 Reaction scheme for DMP-catalyzed alcohol oxidation
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PΩ,σ2 r1,σ1ð Þ¼2
ð
Ω
ρ2 r1,σ1,r2,σ2ð Þdr2=

ð
Ω
ρ r2,σ2ð Þdr2: ð5Þ

It follows that, the DAFH can be defined as[24–27]

hr2,σ2 r1,σ1ð Þ¼ ρ r1,σ1ð Þ−PΩ,σ2 r1,σ1ð Þ, ð6Þ

Equation (6) must satisfying the normalization condition

ð
Ω
hr2,σ2 r1,σ1ð Þdr dσ¼1: ð7Þ

To ensure correct calculation of the DAFH, careful choice of the atomic basin partitioning scheme is required. For heavy atoms with consider-

able relativistic effects, such as iodine, previous works have shown a Bader partitioning is required. The common Mulliken partitioning scheme

leads to unreliable results.[34]

Within the framework of DAFH, one can define multicenter indices. These indices are indicative of multi-electron, multicenter bonds, such as

the 3-center-4-electron (3c4e) and 3-center-2-electron (3c2e) interactions. As such, the multicenter indices are useful for the study of hypervalent

atoms.[35,36]

For the triatomic system composed of atoms A, B, and C, the 3-center bond index, IABC, was heuristically defined for a closed shell system

according to[35,36]

IABC ¼
XA
α

XB

β

XC

γ
PSð Þαβ PSð Þβγ PSð Þγα, ð8Þ

where the summation is over atom triplet permutations, with atom indices α, β, and γ. Equation (8) results from partitioning of the

expression[35,36]

XA

α

XB

β

XC

γ
PSð Þαβ PSð Þβγ PSð Þγα ¼22N: ð9Þ

In the above, P and S denote the normal first-order density matrix and the overlap matrix, respectively. More generally, a bond center of order

z can be described according[35,36]

X
α

X
β
…
X

ω
PSð Þαβ PSð Þβγ PSð Þωα ¼2z−1N: ð10Þ

This model can be solved analytically with a theoretical limit for 3c4e and 3c2e bonds of −0.185 and +0.185, respectively. Indices near these

limits are therefore indicative of the bonding structure of the molecule.

2.1 | Computational details

2.1.1 | Structure optimization

An ansatz structure for Dess-Martin periodinane (DMP) was taken from the experimental crystal structure (CCDC REF:ZAZJOB).[37] Atomic posi-

tions were optimized through plane wave density functional theory (PW-DFT) using the B86b[38] exchange and PBE[39,40] correlation functionals

in combination with PAW PBE pseudopotentials. For iodine, a relativistic PAW PBE pseudo-potential was used. The PW-DFT was performed in

combination with the exchange-hole dipole moment (XDM) dispersion correction,[41–43] with damping parameter (a1 = 0.6512, a2 = 1.4633) as

reported in literature.[41–43] Atomic positions were relaxed until forces <10−6 were achieved and the total SCF energy converged to <10−8. A

kinetic energy cut-off of 46 Ry was used, and the electronic structure was sampled on a Monkhorst-Pack grid of 2 × 2 × 2, giving a total of 8 k-

points in the irreducible Brillouin zone.[44] All PW-DFT calculations were performed using Quantum Espresso v6.0.[45]

2.1.2 | QTAIM analysis

The optimized DMP structure was extracted from the unit cell. A restricted all-electron PROAIM wave function[46] was generated in Gaussian

v09 revD.01.[47] A dgdzvp[48,49] basis set was used for the iodine atom and the aug-cc-pVTZ[50,51] basis set for all other atoms. The PBE0[52] DFT

functional was used with Douglas-Kroll-Hess second-order scalar relativistic effects (DKH2),[53–57] treating the cores as finite elements. QTAIM

analysis was performed using a modified version of the PROAIMV program.[58,59] High quality PROAIM wavefunctions[46] were produced by set-

ting Acc2E = 12 to ensure accuracy of the 2-electron integrals, and Grid = −96 032 to ensure a high-quality integration grid.

2.1.3 | DAFH analysis

The same optimized molecular structure was used, as above. Due to the compatibility of the WinBader program[78] used for DAFH analysis and

population analysis, PROAIM wave functions[46] were generated for the DMP molecule using Gaussian03.C02 (G03)[77]. This was done using

three different LBS for the noniodine atoms: 3-21G,[60–65] 6-31G,[66–75] and 6-311G[76]. The dgdzvp basis set was used for iodine in all cases. The

SCF energy was converged to <10−8.
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2.1.4 | Gedanken experiment

The optimized DMP molecule was used as input structure. Substitution for-NO2, -NH2, and -CH3 groups was performed. The geometry of the

substituted ligand was optimized (using G09) using the PBE0 DFT functional, along with the aug-cc-pVTZ-PP[79] basis set for iodine and aug-cc-

pVTZ[50,51] for all other atoms. The remainder of the molecule was held frozen. The PROAIM wave function[46] for each substitution was gener-

ated within G09 using a dgdzvp basis set[48,49] for iodine and 3-21G,[60–65] 6-31G,[66–75] and 6-311G[76] basis set for the other atoms. The

PBE0[68] DFT functional was used with DKH2 relativistic core correction on iodine.[53–57] SCF energy converged to <10−8.

3 | RESULTS AND DISCUSSION

The DMP molecule is based around a central iodine atom, Figure 1. The three monodentate acetate ligands and one bidentate benzoic acid ligand

form a distorted square-based pyramidal geometry. Four of the five coordinating atoms are oxygen (ie, there are four I…O bonds) with the fifth

being carbon (I…C). Due to the flexibility of the ligands, the potential energy surface of the molecule is shallow. As an ansatz structure, the DMP

atomic positions were therefore optimized within the crystal structure to limit rotational freedom of the ligands. Our optimized geometry agrees

well with the minimum energy gas phase structure reported by Fusaro et al.[21] (see Supporting Information Figure E.S.I.1). For clarity, the follow-

ing discussion will use atomic labels according to Figure 1. The first step in the DMP-catalyzed oxidation reaction, Scheme 1, is the exchange of

an acetate ligand for the alcohol molecule. This suggests that at least one of the acetate ligands must be labile. To examine this lability within the

framework of QTAIM, bond critical points (BCP) were identified along the iodine-ligand axes.[23] As expected, topological analysis of the electron

density revealed five BCPs: I1-O1, I1-O2, I1-O3, I1-O4, and I1-C1, Figure 1. The electron kinetic (GBCP) and virial (VBCP) energy densities at the

BCP are indicative of the nature of the associated interaction, in accordance with Espinosa's classifications (Supporting Information Figure E.S.

I.2).[80] The ratio of |VBCP/GBCP| for each of the I…O BCPs fall between 1.5 and 1.6, Table 1, placing them within the so-called transition zone.

These types of bonds are characterized by a mixture of covalent and ionic character, and are typical of metal-metal and hydrogen bonding

interactions.[80–83] In contrast to the I…O interactions, the |VBCP/GBCP| for the I1...C1 B.P. Table 1, suggests this bond to be a shared shell (purely

covalent) interaction. It therefore appears that the iodine center contains five bond paths, characterized by two unique types of interactions.

The formation of five covalent interactions is in clear violation of the well-established octet rule. It was therefore prudent to examine the

nature of these interactions in more depth by analysis of the Domain Averaged Fermi Hole (DAFH).[24–27] Diagonalization of the Fermi hole asso-

ciated with iodine atom revealed 29 nonzero eigenvalues (Supporting Information E.S.I.3). Of these, 24 were equal to 2, and correspond to filled

inner shells on the iodine atom. Only a single eigenvalue is near unity, indicating the existence of only one non-polarized “broken-valence” single

bond. The corresponding eigenvector, Figure 2, is a σ-type interaction along the I1-C1 bond vector. This is consistent with the closed-shell inter-

action identified by Espinosa's index for the corresponding BCP. Two additional eigenvalues of approximately 0.7 are found along the I1-O2 and

I1-O3 bonds, that is, to two cis ligands. The final two nonzero eigenvalues were found along the I1-O1 and I1-O4 bonds, with eigenvalues of

approximately 0.12. These eigenvalues <1 are consistent with highly polarized interactions, and further support the transition zone character of

the I-O interactions. It is interesting to find that the sum of trans I-O interactions leads to eigenvalues near unity in both cases and indicates the

potential existence of three-center interactions.

In fact, two 3c4e bonds were identified at the iodine center in DMP: O1-I1-O3 and O2-I1-O4. The three-center indices, Supporting Information

E.S.I.4, for these interactions were found to be −0.069 and −0.073, respectively. These 3-center indices deviate significantly from the theoretical

FIGURE 1 Molecular structure of DMP, with associated atomic and ligand labelling. Atoms are given as C (black), H (white), O (red), and I (purple)
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maximum (ie, strongest 3c4e bond) of −0.185.[36] This confirms the existence of weak multicenter interactions and provides a mechanism for the appar-

ent hypervalency of the λ5 DMP molecule. Two additional three-center interactions were identified: O2I1C1 and O4I1C1. These interactions were

found to correspond to 3c2e bonds, with three-center indices of 0.014 and 0.011, respectively. Again, with magnitudes deviating largely from the theo-

retical maximum, these are both very weakly bonding interactions. Given the participation of the O2-I1 and O4-I1 interactions in two weak three-center

interactions, it follows that the O2-I1 and O4-I1 bonds are the weakest of the four acetate ligand interactions.

The existence of three-center interactions suggests that the BCP corresponding to individual I-O interactions should contain notable contri-

bution from the other members of the three-center bond. We consider first the 3c4e interaction O1-I1-O3. At the I1-O1 BCP, decomposition of

the density into atomic basin contributions via the Source Function (SF)[84,85], Supporting Information E.S.I.5, reveals that at least 75.29% of the

bond density results from donation of the I1 and O1 atoms. In addition, there is a relatively large donating contribution of O2 to this BCP (1.97%),

which is reflected in the eigenvector plots of the associated Fermi hole, Figure 3A. The donating contribution of the O3 atom to this BCP, how-

ever, is only approximately 1.2%, Figure 3A. This contribution is no more than that of the other O atom, which does not form part of the three-

center interaction. The same situation exists when considering the I1-O3 interaction. The negligible donating contribution of the trans atoms to

bonding in the three-center interaction strongly suggests that these I-O interactions are very weak and thus labile to exchange. No other major

contributions (ie, SF% > 1% exists for either BCP).

It is interesting next to consider the second 3c4e interaction: O2-I1-O4. Both I-O interactions in this case are also involved in the 3c2e inter-

actions O-I1-C1. Analysis of the SF decomposition of the O2-I1 BCP in fact shows the smallest donating contribution to bonding from O4, as

compared to the other coordinating oxygen atoms, Figure 3. The same is seen for the O4-I1 BCP. Again, this strongly suggests that the accompa-

nying three-center interaction is very weak. In contrast to the O1-I1 and O3-I1 interactions, there is a contribution to the O2-I1 and O4-I1 BCPs

from the C1 atom. In both cases, the C1 atom acts as a sink of electron density at the I-O BCPs. That is to say that it withdraws electron density

from the O2-I1 and O4-I1 bonding interactions. While this contribution is small, it does indicate added weakening of the O2-I1 and O4-I1 interac-

tions through the 3c2e interactions.

The involvement of the C1 atom as an electron density sink in only two of the four I1-O1 suggests that modification of the electron density

on the benzoic acid ligand may offer a means to tune the interactions within the DMP molecule. To this end, a series of substitutions (-NO2,

-NH2, and -CH3) were made on the benzoic acid ring, Supporting Information E.S.I.6, para to the iodine coordination site (ie, on the C4 site of

FIGURE 2 Eigenvectors (isovalue = 0.08) of Fermi hole decomposition for the iodine atom of DMP along C1-I1 σ-bond. The Fermi hold phases

are shown in blue (negative) and yellow (positive), along with the associated eigenvalue calculated using a 6-311G basis set. Other basis sets in
Supporting Information E.S.I.2. Atoms are given as C (black), H (white), O (red), and I (purple)

TABLE 1 Topological parameter calculated at the BCP

Bond ρBCP (a.u.) =2ρBCP (e.bohr−3) GBCP (a.u.) VBCP (a.u.) |VBCP|/GBCP HBCP (a.u.)

I1- C1 0.1438 −0.1499 0.05 −0.13 2.82 −0.08

I1- O1 0.1131 0.1660 0.10 −0.15 1.57 −0.06

I1- O2 0.1183 0.1652 0.10 −0.16 1.60 −0.06

I1- O3 0.1185 0.1620 0.10 −0.16 1.60 −0.06

I1- O4 0.1076 0.1568 0.09 −0.14 1.56 −0.05

RMS(I...O) 0.1144 0.1625 0.09 −0.16 1.58 −0.06

Values calculated according to Espinosa[85]: Charge density, ρBCPρBCP, Laplacian of charge density, r2ρBCP, kinetic energy, GBCP, virial energy, VBCP, and
the Hamiltonian, HBCP. The root mean square (RMS) of all I…O bonds for each topological parameter.
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Figure 1). Substitution of the aromatic ring did lead to some changes in the relative stabilities of the three-center indices, Figure 4. However, in

the cases tested here, it was seen that the absolute magnitude of these changes is on the order of 10−3. These changes are very small and are not

significant within the remit of topological analysis. Previous attempts at modifying the reactivity of DMP and related catalyzes have focused on

changes in the oxygen-based ligands. It appears that these attempts are most appropriate, as changes to the C1-coordinated aromatic substituent

leads to no notable change in the reactivity of the iodine center.

FIGURE 3 Source function decomposition of the oxygen atom contributions to the (A) O1-I1 BCP, (B) O2-I1 BCP, (C) O3-I1 BCP, and (D) O4-I1

BCP. Atoms are given as C (black), H (white), O (red), and I (purple)

FIGURE 4 Changes in the value of the 3-centre index as a result of aromatic electrophilic substitution at the C4 site (Figure 1) of DMP molecule.

Relative changes are shown as a Δ from the original DMP values for 3c4e bonds (black) O1-I1-O3 and (red) O2-I1-O4, as well as the 3c2e bonds
(blue) O2-I1-C1 and (green) O4-I1-C1. Where the substitution led to a loss of the 3c4e interaction it was not possible to calculate the 3-centre
index. Hence, these points are marked as X
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4 | CONCLUSION

The Dess-Martin periodinane molecular structure was investigated by a combination of topological analysis and DAFH methods. By combination

of these techniques, it was found that the reactivity of the DMP molecule, which is central to its catalytic activity, results from the presence of

two labile 3c-4e bonds: O1–I1–O3, O2–I1–O4. The ligands in the iodine coordination sphere are correspondingly found to be only weakly bound,

and thus labile to exchange. This is supported by DAFH analysis and calculation of BCP source function contributions. Further, the presence of

these 3c-4e bonds confirms a mechanism for the hypervalency of this λ5-iodane center.

The presence of multicenter interactions further suggests that it may be possible to modify reactivity of a catalytic center by modification of

ligand electronic properties. In particular, due to the low source-function contribution of the C1 atom in the DMP molecule, it was proposed that

modification of the electron density within this region of the molecule could be sufficient to induce changes in the reactivity. Surprisingly, how-

ever, variation of the electron density of this ligand did not result in any notable change in the apparent reactivity of the DMP molecule. Thus, it

appears that the main contribution of the C1 ligand may simply be to modify the sterics of the reactive center. The work presented here offers

unique insight into the catalytic reactivity of the DMP molecule, and highlights the power of topological analysis and DAFH methods for such

studies.
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E.S.I.1 Picture of compared DMP molecular structures from optimization with Plane Waves as reported in the Computational 

Details and the Fusaro et al.[1] optimized structure (blue). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.2 Classification of type of bond second Espinosa[2] by the topological parameter at the bond critical point (BCP): charge 

density,���� , Laplacian of charge density, ������, kinetic energy, GBCP, virial energy, VBCP, and the  Hamiltonian, HBCP 

Shared shell Transition zone Closed shell 

∇�	
�� < 0 ∇�	
�� > 0 ∇�	
�� > 0 

|VBCP|>2Gb 1≤|VBCP|/GBCP≤2 |VBCP|<Gb 

HBCP≪0 HBCP<0 HBCP>0 

HBCP/	
�� < 0 - HBCP/	
�� > 0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.3 Eigenvalues of domain-averaged Fermi hole(DAFH) for iodine within DMP, generated from restricted PBE0 with 

different basis set using Bader-like[3] approach. 

I1 Bader-like 

  

basis set Degeneracy Eigenvalues 

3-21G/DGDZVP 

  
18 2.000 

3 1.999 

1 1.998 

1 1.996 

1 1.871 

1 1.053 

1 0.720 

1 0.681 

1 0.123 

1 0.120 

1 0.066 

1 0.054 

1 0.046 

1 0.023 

1 0.016 

1 0.015 

2 0.010 

1 0.008 

1 0.007 

1 0.005 

3 0.004 

2 0.003 

1 0.002 

1 0.001 

6-31G/DGDZVP 

  

18 2.000 

3 1.999 

1 1.998 

1 1.996 

1 1.876 

1 1.079 

1 0.736 

1 0.698 

1 0.127 

1 0.121 

1 0.073 

1 0.059 

1 0.051 

1 0.026 

1 0.017 

1 0.016 

1 0.012 

1 0.010 

2 0.009 

1 0.006 



3 0.004 

2 0.003 

1 0.020 

2 0.001 

6-311G/DGDZVP 

  
18 2.000 

3 1.999 

1 1.998 

1 1.996 

1 1.876 

1 1.079 

1 0.736 

1 0.698 

1 0.127 

1 0.121 

1 0.073 

1 0.059 

1 0.051 

1 0.026 

1 0.017 

1 0.016 

1 0.012 

1 0.010 

2 0.009 

1 0.006 

2 0.004 

2 0.003 

1 0.002 

1 0.001 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.4 3-indexes bond performed for DMP using restricted PBE0 full electron basis set (3-21G, 6-31G, 6-311G) with Bader-

like[3] approach of analysis of population. 

  Bader-like 

3 center 3-21g 6-31g 6-311g 

O1   O2   I1 - - - 

O1   O3   I1 -0.065 -0.069 -0.069 

O1   O4   I1 - - - 

O1   I1   C1 - - - 

O2   O3   I1 - - - 

O2   O4   I1 -0.070 -0.073 -0.073 

O2   I1   C1 0.016 0.014 0.014 

O3   O4   I1 - - - 

O3   I1   C1 - - - 

O4   I1   C1  0.013 0.011 0.011 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.5 Table of charge density and SF% values into the bond critical point connected to the bond path of iodine atom in 

DMP 

bond ρb (e/bohr3) SF%(I1) SF%(C1) SF%(O1) SF%(O2) SF%(O3) SF%(O4) SF%(TOT) 

I1―C1 0.1438 39.36 31.48 2.25 1.35 1.17 1.11 81.21 

I1―O1 0.1131 37.20 0.70 38.09 1.97 1.21 1.25 85.60 

I1―O2 0.1183 37.50 -0.15 1.74 37.93 2.07 0.91 86.14 

I1―O3 0.1185 37.40 -0.02 1.19 1.73 37.94 1.66 86.11 

I1―O4 0.1076 36.56 -0.27 1.78 1.21 1.69 37.47 82.08 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.6 Substituted DMP molecules with (A) –NH2, (B) –CH3and (C) –NO2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.7 Eigenvalues of domain-averaged Fermi hole (DAFH) for iodine within DMP with substitution at the  benzene ring with -

NH2 group, generated from restricted PBE0 with different basis set using Bader-like[3] approach 

I1 Bader-like 

basis set Degeneracy Eigenvalues 

3-21G/DGDZVP 17 2.000 
 

3 1.999 
 

1 1.998 
 

1 1.997 
 

1 1.996 
 

1 1.860 
 

1 1.060 
 

1 0.715 
 

1 0.677 
 

1 0.119 
 

1 0.116 
 

1 0.064 
 

1 0.054 
 

1 0.045 
 

1 0.023 
 

1 0.015 
 

1 0.014 
 

1 0.010 
 

1 0.009 
 

2 0.007 
 

2 0.004 
 

4 0.003 

  1 0.002 

  2 0.001 

  1 -0.001 

  1 -0.002 

  1 -0.003 

  1 -0.004 

  1 -0.005 

  1 -0.013 

6-31G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.995 
 

1 1.867 
 

1 1.087 
 

1 0.730 
 

1 0.693 
 

1 0.123 
 

1 0.118 
 

1 0.071 
 

1 0.058 
 

1 0.050 
 

1 0.025 



 
1 0.016 

 
1 0.015 

 
1 0.012 

 
1 0.010 

 
2 0.009 

 
1 0.005 

 
1 0.004 

 
4 0.003 

 
2 0.002 

  2 0.001 

  1 -0.001 

  2 -0.002 

  1 -0.003 

  1 -0.007 

  1 -0.012 

6-311G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.995 
 

1 1.864 
 

1 1.089 
 

1 0.724 
 

1 0.687 
 

1 0.121 
 

1 0.118 
 

1 0.070 
 

1 0.058 
 

1 0.050 
 

1 0.025 
 

1 0.016 
 

1 0.015 
 

1 0.012 
 

1 0.010 
 

2 0.009 
 

1 0.005 
 

1 0.004 
 

4 0.003 
 

2 0.002 

  2 0.001 

  2 -0.001 

  2 -0.002 

  1 -0.003 

  1 -0.007 

  1 -0.012 

 

 

 



E.S.I.8 Eigenvalues of domain-averaged Fermi hole (DAFH) for iodine within DMP with substitution at the  benzene ring with -

CH3 group, generated from restricted PBE0 with different basis set using Bader-like[3] approach. 

I1 Bader-like 

basis set Degeneracy Eigenvalues 

3-21G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.996 
 

1 1.855 
 

1 1.055 
 

1 0.712 
 

1 0.679 
 

1 0.120 
 

1 0.118 
 

1 0.064 
 

1 0.054 
 

1 0.046 
 

1 0.023 
 

2 0.014 
 

1 0.010 
 

1 0.009 
 

1 0.008 
 

1 0.007 
 

1 0.005 
 

2 0.004 
 

3 0.003 

  1 0.002 

  4 0.001 

  2 -0.002 

  1 -0.003 

  1 -0.007 

  1 -0.010 

6-31G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.995 
 

1 1.863 
 

1 1.082 
 

1 0.724 
 

1 0.696 
 

1 0.125 
 

1 0.119 
 

1 0.070 
 

1 0.058 
 

1 0.050 
 

1 0.025 
 

1 0.016 
 

1 0.015 



 
1 0.011 

 
1 0.010 

 
1 0.009 

 
1 0.008 

 
1 0.006 

 
1 0.004 

 
3 0.003 

  2 0.002 

  2 0.001 

  2 -0.001 

  1 -0.002 

  1 -0.003 

  1 -0.007 

  1 -0.011 

6-311G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.995 
 

1 1.861 
 

1 1.084 
 

1 0.718 
 

1 0.690 
 

1 0.123 
 

1 0.119 
 

1 0.069 
 

1 0.058 
 

1 0.050 
 

1 0.025 
 

1 0.016 
 

1 0.015 
 

1 0.011 
 

1 0.010 
 

2 0.009 
 

1 0.006 
 

1 0.004 
 

3 0.003 
 

2 0.002 

  2 0.001 

  2 -0.001 

  1 -0.002 

  1 -0.003 

  1 -0.006 

  1 -0.010 

 

 

 



E.S.I.9 Eigenvalues of domain-averaged Fermi hole (DAFH) for iodine within DMP with substitution at the  benzene ring with -

NO2 group, generated from restricted PBE0 with different basis set using Bader-like[3] approach. 

I1 Bader-like 

 

basis set Degeneracy Eigenvalues 

3-21G/DGDZVP 17 2.000  
 

3 1.999  
 

1 1.998  
 

1 1.997  
 

1 1.996  
 

1 1.859  
 

1 1.031  
 

1 0.722 
 

1 0.681 
 

1 0.119 
 

1 0.116 
 

1 0.064 
 

1 0.053 
 

1 0.046 
 

1 0.022 
 

2 0.014 
 

1 0.010 
 

1 0.009 
 

2 0.007 
 

1 0.005 
 

2 0.004 
 

3 0.003 

  1 0.002 

  2 0.001 

  2 -0.001 

  1 -0.002 

  2 -0.003 

  1 -0.005 

  1 -0.011 

6-31G/DGDZVP 
17 

2.000 
 

3 
1.999 

 

2 
1.998 

 

1 
1.995 

 

1 
1.865 

 

1 
1.054 

 

1 
0.736 

 

1 
0.699 

 

1 
0.124 

 

1 
0.118 

 

1 
0.071 

 

1 
0.056 

 

1 
0.050 

 

1 
0.025 



 

1 0.016 
 

1 0.014 
 

1 0.011 
 

1 0.010 
 

1 0.009 
 

1 0.008 
 

1 0.005 
 

1 0.004 
 

4 0.003 

  1 0.002 

  3 0.001 

  1 -0.001 

  1 -0.002 

  1 -0.003 

  1 -0.004 

 1 -0.006 

 1 -0.010 

6-311G/DGDZVP 17 2.000 
 

3 1.999 
 

2 1.998 
 

1 1.995 
 

1 1.862 
 

1 1.057 
 

1 0.730 
 

1 0.693 
 

1 0.122 
 

1 0.118 
 

1 0.070 
 

1 0.056 
 

1 0.050 
 

1 0.025 
 

1 0.016 
 

1 0.014 
 

1 0.011 
 

1 0.010 
 

1 0.009 
 

1 0.008 
 

1 0.005 
 

1 0.004 
 

4 0.003 

  1 0.002 

  3 0.001 

  1 -0.001 

  1 -0.002 

 1 -0.004 

 1 -0.006 

 1 -0.009 

 



 

 

E.S.I.10 3-indexes bond performed for DMP with substitution at the  benzene ring with -NH2 group using restricted PBE0 full 

electron basis set (3-21G, 6-31G, 6-311G) with Bader-like[3] approach of analysis of population. 

  Bader-like 

3 center 3-21g 6-31g 6-311g 

O1   O2   I1 - - - 

O1   O3   I1 -0.066 -0.069 -0.069 

O1   O4   I1 - - - 

O1   I1   C1 - - - 

O2   O3   I1 - - - 

O2   O4   I1 -0.070 -0.072 -0.071 

O2   I1   C1 0.014 0.012 0.012 

O3   O4   I1 - - - 

O3   I1   C1 - - - 

O4   I1   C1 0.013 0.010 0.010 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

E.S.I.11 3-indexes bond performed for DMP with substitution at the  benzene ring with -CH3 group using restricted PBE0 full 

electron basis set (3-21G, 6-31G, 6-311G) with Bader-like[3] approach of analysis of population. 

  Bader-like 

3 center 3-21g 6-31g 6-311g 

O1   O2   I1 - - - 

O1   O3   I1 -0.065 -0.069 -0.068 

O1   O4   I1 - - - 

O1   I1   C1 - - - 

O2   O3   I1 - - - 

O2   O4   I1 -0.070 -0.072 -0.070 

O2   I1   C1 0.015 0.013 0.013 

O3   O4   I1 - - - 

O3   I1   C1 - - - 

O4   I1   C1 0.012 - - 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



E.S.I.12 3-indexes bond performed for DMP with substitution at the  benzene ring with -NO2 group using restricted PBE0 full 

electron basis set (3-21G, 6-31G, 6-311G) with Bader-like[3] approach of analysis of population. 

  Bader-like 

3 center 3-21g 6-31g 6-311g 

O1   O2   I1 - - - 

O1   O3   I1 -0.065 -0.068 -0.068 

O1   O4   I1 - - - 

O1   I1   C1 - - - 

O2   O3   I1 - - - 

O2   O4   I1 -0.070 -0.072 -0.071 

O2   I1   C1 0.014 0.012 0.012 

O3   O4   I1 - - - 

O3   I1   C1 - - - 

O4   I1   C1 0.012 - - 
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CHAPTER IV 

Atomic Electronegativities at High Pressure 
 

Introduction: 

Democritus was the first Greek philosopher who defined the atom as the indivisible particle constituting 

matter [1]. If nowadays this concept has been overcome by the knowledge of subatomic particles, the 

atom continues to be considered as the constituent unity of matter through the concept of the chemical 

bond: the forces acting between two or a group of atoms are such, to lead to the formation of an 

aggregate with sufficient stability to make it convenient for the chemist to consider it as an independent 

molecular species [2]. Albeit such definition was introduced by Lewis in 1916 and it was adopted by IUPAC, 

being still in use, it left a certain freedom to the subjective interpretation with obvious misunderstandings. 

Such misunderstandings were largely dispelled in 1932, thanks to the work of Pauling on the nature of the 

chemical bond [3], where some properties such as electron affinity, ionization energy and 

electronegativity were defined to describe the chemical behavior of elements. The electronegativity 

defined by Pauling [3] (Figure 1) is related to the ionic contribution added to the expected covalent part 

of the energy of the bond  

 

|𝜒𝐴 − 𝜒𝐵| = √𝐸𝑑(𝐴𝐵) −
𝐸𝑑(𝐴𝐴) + 𝐸𝑑(𝐵𝐵)

2

2

                                                         (1) 

 

Pauling generated a relative scale of electronegativity (where electronegativities of all elements were 

defined relatively to fluorine, whose electronegativity was set equal to 4 and later revised to 3.98).  

 

Figure 1. Periodic table of electronegativity using the Pauling scale. 

Such definition of electronegativity is seen to be a good index to define the chemical bond between two 

atoms, when they are bonded in vacuo, but actually cannot be used to explain the chemical bond at high 
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pressure where we know the chemical behavior of the elements to be very different from their behavior 

at room pressure. It is seen in literature that the application of high pressure (hundreds gigapascals) to 

materials, besides modifying their properties dramatically changes their reactivity. An example of these 

new phenomena are the reactivity of noble gases, metal-to-insulator transition and participation of inner 

electronic shells in chemical bonding. Consequently, new compounds are formed, which violate the 

chemical paradigms known to date. In fact, it was recently discovered that sodium subchlorides (NaxCl, 

x>1) and superchlorides (NaClx, x>1) become stable at high pressures [4,5] and physical explanation about 

how pressure acts in stabilizing these odd compounds is still lacking. Across the years, different scales of 

electronegativity have appeared, including Mulliken’s scale, which is an absolute scale calculated where 

the electronegativity is defined as the arithmetic mean of electron affinity and ionization energy, Allen’s 

scale which is the average energy of valence electrons in a free atom. However, it is Pauling’s 

electronegativity that is directly defined on the chemical bond. Furthermore, especially for Allen’s scale, 

it is not easy to correctly compute electronegativities under pressure: the pV term is completely 

neglected; and the ambiguity of choosing valence electronic configuration for different atoms: transition 

metals, and not only they, can have different valence electronic configuration due to different 

environment. In a 2015 preprint, Dong et al. [7] computed Mulliken’s electronegativity of ~60 elements 

as a function of pressure. Electronegativity of most elements was seen to rise with pressure initially, and 

then decrease; the maximum was typically reached at ~ 20 GPa or below. More recently, Rahm et al. [6] 

(2019) have published a work where they have computed the electronegativity at high pressure for 90 

atoms using Allen’s definition. While they obtained reasonable electronegativities for isolated atoms, the 

electronegativity values at non-zero pressures are incorrect as they neglect the pV term.  Here we wish to 

define and compute thermochemical (Pauling’s and related to Pauling’s) electronegativities of the 

elements at high pressure, in the hope to obtain a powerful instrument to understand and anticipate 

unusual chemical phenomena now widely known to occur at high pressure. We present Pauling’s 

electronegativity for 91 elements of Periodic Table till to 300 GPa fixing the fluorine electronegativity 

equal to 4.00 at all pressures.  

Computational Details: 

A model fcc structure of He was fully optimized at hydrostatic pressures equal to 0, 50, 100, 200 and 300 

GPa. Based on this relaxed structure, we created, at each pressure, a 3x3x3 supercell (i.e. the final 

supercell contained 108 helium atoms), and then replacing two nearest-neighbor helium atoms by 

different atoms, re-relaxed to find optimal geometries of μ—F and μ—μ dimers at each given pressure. 

The helium matrix acted as an inert pressure-transmitting medium.  

The calculations were carried out with norm-conserving (NC) Vanderbilt [8] pseudopotentials for all 

elements except for lanthanoids and actinoids using Quantum Espresso code [9,10]. The calculations for 

the latters were carried out with projector-augmented wave [11] (PAW) potentials using the VASP code 

[12-16]. 

All calculations were performed using density functional theory with PBE [17] exchange-correlation 

functional and Monkhorst-Pack [18] k-points grid for He unit cell equal to 8 x 8 x 8, while for supercells it 

was equal to 1 x 1 x 1. The plane wave kinetic energy cut-off for NC pseudopotentials was chosen equal 

to 160 Ry, which gave excellent convergence, and calculations proceeded until self-consistency with 

energy and force convergence thresholds equal to 10-8 Ry.  The large kinetic energy cut-off used can be 

considered enough to achieve the converged solution as reported in literature [19]. The kinetic energy 

cut-off for PAW calculations was chosen equal to 1000 eV, and with energy and force convergence 

thresholds were equal to 10-8.   

For comparison, we also computed Pauling’s electronegativities for Li and Cs using Li—F, Cs—F, Li—Li, 

Cs—Cs and F—F dimers in an empty box with dimensions 10 x 10 x 10 Å. 
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Results: 

Pauling’s electronegativity was calculated from eq.1 using the enthalpies of fully optimized helium matrix 

made of 106 helium atoms and 2 atoms of dimers μ—F and μ—μ, with μ corresponding to the 91 chosen 

atoms of Periodic Table, instead of dissociation energies as in eq.1.  

In primis, we have compared our results on electronegativity in vacuo with those tabulated by Pauling to 

see how much our results are aligned with his scale. At the first glance our values agree with Pauling values 

(Figure 2), except a very large discrepancy for the 1st and 2nd group: Pauling’s scale shows very low values 

and the trend of the electronegativity is to decrease when going down the Periodic Table, but this is not 

what we see. Then we decided to make a test, where we extracted the electronegativities for Li and Cs 

from the enthalpies of their dimers with fluorine (i.e., Li—F and Cs—F) within empty box to confirm that 

the quality of our results are absolutely unaffected by the helium matrix. Pauling’s scale reported 0.98 eV-

1/2 for Li and 0.79 eV-1/2 for Cs, but they disagree with our computed results: 1.94 eV-1/2 for Li and 1.97 eV-

1/2 for Cs. To evaluate if our inversed electronegativity trend respect that proposed by Pauing’s scale was 

due to helium matrix we have calculated the electronegativity of Li and Cs from their energy dimers in 

vacuo (within empty box, see “Computational Details“  section) obtaining 1.98 eV-1/2 for Li and 2.05 eV-1/2 

for Cs. Indeed, if we directly apply Pauling’s definition, eq.(1), to our results (both in helium matrix and in 

vacuo) and to experimental dissociation energies at 298K [20], we find, to our surprise, that the resulting 

values come out to be very far from Pauling’s values and very close to our values. This showed that the 

presence of the helium matrix does not distort the results to any significant extent. Unfortunately, Pauling 

died many years ago and we cannot know how exactly he generated his scale of electronegativity. Thus, 

if we are unable to reproduce such results we cannot use his scale as vademecum for all chemists, but it 

is necessary to recalculate all electronegativity values giving values that are truly aligned with 

experimental dissociation energies.  
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Figure 2. Electronegativity values tabulated by Pauling (orange), computed by helium matrix method here (blue) and calculated 

by us from experimental dissociation energies (grey, yellow) for 91 different elements. 

Thus, we have computed the electronegativity values, as showed in the Figure 3, at pressures up to 300 

GPa. For very heavy atoms relativistic effects become important and we see that for s-elements they 

increase electronegativity and for d- and f-elements decrease. For lanthanoids and actinoids 

pseudopotentials available in VASP and Quantum Espresso, reliability (in particular, under pressure) and 

convergence are less straightforward than for the other elements. Thus, it was decided to study them 

using tested f-electron-free pseudopotentials only up to 100 GPa. All of computed electronegativities for 

lanthanoids and actinoids are seen to decrease with pressure (Figure 3). 



143 | P a g e  
 

 

Figure 3. Periodic Table of Pauling’s electronegativity: the values were computed from 0 to 300 GPa. To obtain absolute 

electronegativities, we fixed the electronegativity of F at 4.00.  

 

The obtained results gave us the idea to formulate a new scale of electronegativity based on a different 

formula 

 

𝐸𝑑(𝐴𝐵) = 𝐸𝐶𝑂𝑉(𝐴𝐵) ∙ (1 + ∆𝜒2)        ,                                                           (2) 

 

where 𝐸𝐶𝑂𝑉(𝐴𝐵) is the covalent energy evaluated in two different ways 

𝐸𝐶𝑂𝑉(𝐴𝐵) =
𝐸𝑑(𝐴𝐴) + 𝐸𝑑(𝐵𝐵)

2
                                                                        (3) 

 

𝐸𝐶𝑂𝑉(𝐴𝐵) = √𝐸𝑑(𝐴𝐴) ∙ 𝐸𝑑(𝐵𝐵)                                                                        (4) 

 

In this way we obtain a new thermochemical scale of electronegativities (Pauling’s scale is also 

thermochemical), but this time electronegativities are dimensionless and the difference of 
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electronegativities quantifies the relative enhancement of bond energy. We have tested the new formula 

calculating the electronegativity values from experimental dissociation energies fixing the fluorine 

electronegativity equal to 4.00. Oxygen and chlorine atoms presented a negative value of ∆𝜒2 due to their 

too close electronegativity to fluorine one. Thus, we have calculated the electronegativity of oxygen and 

chlorine atoms from the obtained energies of H—O (within H2O) and H—Cl bonds (see Figure 4). The 

electronegativity of bismuth is expected to be less than those of atoms of the lower period, but from our 

data is not like that. Thus, we have tried to recalculate it from Bi—H and Bi—Cl bonds obtaining from the 

first a Bi electronegativity of 2.76 calculated only  for covalent energy expressed in the eq.4: ∆𝜒2 

calculated from the covalent energy expressed in the eq.3 showed a negative value; while, for the latter 

a Bi electronegativity of 3.07 for both covalent energies. It is noteworthy that there is a quite difference 

between the electronegativity values calculated from different atoms  

 

Figure 4. Electronegativity scale obtained using the new formulas and experimental dissociation energies. 

Conclusions: 

We have computed, as a function of pressure, Pauling’s electronegativities, and defined a new scale of 

dimensionless thermochemical electronegativities. Electronegativities at high pressure should provide a 

useful frame for understanding chemical bonding in newly discovered exotic compounds. To complete 

the “high-pressure Periodic Table” in the future, the covalent and ionic radii of each element at different 

pressure will be calculated. The new electronegativity scale presented here gave interesting preliminary 

results that require a further investigation to consider them   All this information will represent a sort of 

vademecum for scientists who want to understand matter at high pressure allowing them to know a priori 

the possible chemical bonds and bond distances — fundamental information for understanding and even 

anticipating interesting phenomena under pressure before difficult experiments or computationally heavy 
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crystal structure predictions, e.g. using the evolutionary algorithm USPEX [19-21], are utilized. 

Furthermore, the new scale proposed by us will hopefully prove useful in this regard.  

Contribution: 

The project was performed by Christian Tantardini under supervision of Prof. Artem R. Oganov. 
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6.0 CONCLUSION AND FUTURE PROSPECTIVES 

The human mind gets information from experiences, and collection of those can be described by 

the same abstracted model in the same group. In case an experience cannot be connected by 

anyone to an already present model, then the human mind will create a new model. The human 

mind is constantly looking for an explanation of the surrounding environment and this is achieved 

through abstracted models to catalogue the information.  

Scientists, more than everyone, are driven by this ancestral need and, through continuous 

research and the creation of new definitions, want to describe the physical phenomena. In fact, 

even if the definitions change over time, they change or become obsolete thanks to continuous 

research. It is remarkable that  for a period have allowed us to describe the physical reality for 

which they were created.  

So, looking the IUPAC definition for an H-bond, a lacuna was found about the “energy border” 

between H-bond and vdW interaction. It seems a simple concept, because the presence of H-

bond should be represented by a sufficient stretch of X–H···Y observed under the given 

experimental conditions, but the quantification of this stretch is not defined. In the present work, 

the “energy border” between H-bond and vdW interaction as the limit of long range interactions 

was defined through the topological descriptor source function [1-2], that was shown earlier to 

stem from the description of the electron density in the field of quantum theory of atoms in 

molecule [3] (QTAIM). This approach depends only on the method used to describe the charge 

density, which can be density functional theory [4-7] (DFT), Møller−Plesset perturbation theory 

[8-20] (MP) and coupled cluster [21-26] (CC). CC calculations are time demanding albeit they give 

back results that agree with experimental ones. For big systems DFT exchange/correlation 

functionals with different semiempirical corrections as DFT-D [27,28], Tkatchenko-Scheffler 

[29,30] or exchange-hole dipole moment [31-36] (XDM) dispersion model are able to estimate 

with a certain accuracy the dispersion energies generated by non-covalent interactions and the 

intermolecular charge density. Thus, the proposal to discriminate between a blurry H-bond and 

vdW interaction can fail, making this definition useless if there is not a very accurate description 

of charge density. This becomes easier with the increase of system size and should always be 

kept in mind during the study of non-covalent interactions. Albeit the defined “energy border” 

through a topological approach is characterized by obstacles that limit its applications, actually 

the present work is the first endeavor to estimate it. Such definition could be used in crystal 

structure prediction of molecular crystals in order to evaluate in presence of X–H···Y interactions 

if they are H-bonds or vdW interactions with the consequence that a larger presence of the first 

ones determine a better stability of the structure. This concept expressed by “energy border” for 

molecular crystal is similar to the concept expressed by crystal orbital Hamilton population [37] 

(COHP) for metal crystal structures, for which if such indicator is further away from the Fermi 

energy then the crystal structure is more stable.    

Another improvement of theory with possible future perspective is the new proposal of an 

equation of state for real gases. It represents an advance in theory of gases in that atoms are no 

more considered like spheres, but as asymmetric atomic units in agreement with QTAIM. The 

spherical approximation can be feasible for monoatomic gas (i.e., He) due to the only presence 

of nuclear spin that generates a slight ellipsoidal distortion of atoms. However, the spherical 

approximation fails for diatomic and triatomic gases, being characterized by interatomic and 
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inter-molecular interactions, which affect considerably the shape of the atoms. Specially for 

strong conditions (i.e., high pressure and high temperature) such interactions are extremely 

modified, with consequent impact on the shape of atoms, that cannot be neglected. The classical 

physics is seen to arise from quantum physics through an equation of state for real gases that 

considers the deformation of atoms induced by interatomic and inter-molecular interactions. The 

atomic partition made in the field of QTAIM can be considered a right choice due to previous 

theoretical and experimental works [38-41]. In the next future it will be necessary to compare 

the Van der Waals coefficients a and b calculated in the field of QTAIM with semiempirical 

coefficients extrapolated for P and T equal to 0 by potential curves built from experimental data 

of infra-red (IR) spectroscopy for several gases. This will allow us to finally validate the new 

equation of state for real gases with subsequently possible applications. For example, a and b 

coefficients calculated for a certain pressure, temperature and volume from the new equation of 

state for real gases will correspond to the interaction energy and average molecular/atomic 

volume at such conditions. Such calculated coefficients will be compared with those extrapolated 

through the Dunham’s rules[42] by Tang-Tonnies [43] potential curve specific for Van der Waals 

(vdW) interactions and Lippincot–Schroeder [44] potential curve specific for hydrogen bonds (H-

bonds). This will allow us to understand what kind of inter-molecular/atomic interaction exists 

within particles of a gas by a and b coefficients and what dimension associated to such particles. 

This information can give us the possibility to identify possible molecular compounds with 

specific functional groups that can interact with the particles of a gas for at specific conditions 

using one or another type of non-covalent interactions. Furthermore, different crystal structures 

with enough empty space could be considered as host for the particles of gas at predetermined 

conditions with relevant consequences in the crystal structure prediction of storage materials. 

The crystal structure prediction of molecular crystals is strongly affected by the non-covalent 

interactions as said before, and a deep study of such interactions within very well-known 

compounds as oxicams allowed us to better understand the mechanism of synthon formations. 

Such synthons as seen for oxicams are affected not only by H-bonds, but sulphur bonds (S-bonds) 

and π…π interactions between aromatic fragments, and affects the presence of one or another 

conformer generating a one or another polymorph during the crystallization. Thus, for the future 

prospective in the field of crystal structure prediction, it is necessary to consider them especially 

when we are interested to obtain new co-crystals structures. First, the molecular structures with 

different functional groups that allow them to make non-covalent interactions should be 

searched as well as the molecular structure with aromatic fragments should be searched with 

the possibility to make between them π…π interactions. All possible dimeric combinations should 

be optimized in vacuo and subsequently used by USPEX [45-47] evolutionary algorithm to 

generate the first population. USPEX [45-47] evolutionary algorithm will create different 

periodical structures from the most stable molecular dimers in vacuo to consider the non-

covalent interactions during the generation of subsequently populations until a certain number 

of structures stable under predetermined conditions are obtained. Thus, the tuning of non-

covalent interaction should be reflected on the crystal structure prediction allowing us to obtain 

one or another polymorph of the considered molecular crystal.   

Also in the field of crystal structure prediction the study of chemical bond through the 

investigation of electronegativity at high pressure gave important information for future 

prediction of new structures knowing a priori the type of bond and consequent oxidation 
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number. This will allow us to reduce the number of possible structures that characterize the 

populations generated by USPEX [45-47] evolution algorithm other that the possibility to tune 

the entire process of crystal structure prediction focusing on a desired specific bond between 

two atoms to obtain different physical, chemical and mechanical proprieties. Everything 

correlated with the explanation of chemical bonding can be traced to the properties of a 

molecule and subsequently to the properties of its periodical structure as explained by QTAIM 

[3].   

Furthermore, in order to explain a specific chemical propriety as the reactivity of a molecule a 

catalyst as Dess-Martin periodinane [48,49] (DMP) was investigated. DMP is very important in 

organic chemistry for the oxidation of alcohols into ketones [48,49]. As DMP, many other organic 

compounds are used by industry as catalysts without knowing the causes of their high reactivity. 

The possibility of a topological study with different tools allowed to investigate the causes and 

also the possibility of tuning of reactivity. The tuning of reactivity plays an important role into the 

design of new catalysts. In the optic of future prospective the a priori knowledge of the intrinsic 

causes within molecular structure that affect the reactivity will allow to go ahead in investigating 

how the reactivity is affected by environment (i.e., solvents). All these information will allow one 

to develop an new genetic algorithm within USPEX [45-47] code to predict new crystal structures 

of catalysts with high reactivity for predetermined environments. 

The study of chemical bonding within this work can be considered a first step for the subsequent 

crystal structure prediction of new materials with different properties. 
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