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Abstract

Flying robots are being developed to explore underground space, implement
search and rescue operations, assist in emergency situations, and perform industrial
inspection and maintenance. The environment of these missions contains a lot of
various objects arranged in space orderly or, more often, randomly. Such an envi-
ronment can be characterized as cluttered. In these conditions, the robots can be
controlled using teleoperation or standalone automatic mode. Most robots designed
for aerial manipulation are controlled by automated algorithms that are responsible
for performing specific tasks. On the other hand, during rescue operations and the
exploration, it is necessary to use multifunctional robots or a group of such robots
capable of following the commands of an operator located in a safe place.

The present thesis proposes a solution to the problem of developing a multifunc-
tional robotic system for the operation in a cluttered environment and method for
effective remote control of such a system. In the framework of this solution, we
developed two novel compact flying robots equipped with robotic limbs and con-
trolled remotely through a VR-based teleoperation system. The first robot of the
AeroVR project is the quadrotor equipped with 4-degrees of freedom (DoF) manip-
ulator underneath for the implementation of aerial manipulation. The second robot,
DroneGear, is the hexarotor equipped with four 2-DoF legs. This robot can land
on an uneven surface and move to the desired position using LocoGear algorithm.
The control algorithms for these robots were designed, simulated, and tested in lab-
oratory conditions with a ground-truth Motion Capture System (Mocap) VICON
system.

In the framework of the AeroVR project, a novel teleoperation system is aimed at
accurate object manipulation by the UAV equipped with a robotic arm in a remote
environment in the absence of direct visual contact between a human operator and
a flying robot. The robotic arm attached to the quadrotor can reproduce human
hand movements when an operator used IMU-based wearable interface. The robot
flight is managed by VR controller with visual feedback from the camera mounted
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on the manipulator gripper. For a better perception of the current state of the robot
and the surrounding environment, a digital twin of the robot and video from the
camera are projected in the head-mounted display (HMD) in real-time. The user
study revealed that the developed wearable interface and the traditional VR con-
troller have comparable characteristics in manipulator control. However, according
to Analysis of Variance (ANOVA) results, the wearable interface is a more natural
control device (F(1,28)=5.04, p=0.03<0.05) and allows the operator to perform re-
mote manipulation faster by 27 % with better matching of the manipulator position
to the target set-point.

DroneGear is the first prototype of the robot capable of flying, landing on an un-
even surface, and walking on the ground to the desired position. Though this robot
had been designed to provide adaptive landing on uneven surfaces, we developed a
LocoGear, a new algorithm for terrain locomotion of UAV equipped with the robotic
landing gear. LocoGear is the kinematic-based algorithm developed by trajectory
analysis of the robot center of mass (CoM), calculation of the dynamic loads using
the Lagrangian dynamic formulation, and kinetostatic methods. We conducted lab-
oratory experiments to verify the LocoGear approach based on feedforward control
that proves the capability of landing gear to move along the desired trajectory with
the speed of 0.75 cm/sec.

The robots and algorithms developed in this thesis present a significant step
towards improving remote control methods for aerial manipulation and developing
multifunctional robots for operation in a cluttered environment.

4



Publications

Journal publications

1. G. Yashin, A. Egorov, Zh. Darush, N. Zherdev, and D. Tsetserukou. Loco-

gear: Locomotion analysis of robotic landing gear for multicopters. IEEE

Journal on Miniaturization for Air and Space Systems, 1(2):138–147, 2020.

doi:10.1109/JMASS.2020.3015525

2. Y. S. Sarkisov, G. A. Yashin, E. V. Tsykunov, and D. Tsetserukou. Dronegear:

A novel robotic landing gear with embedded optical torque sensors for safe

multicopter landing on an uneven surface. IEEE Robotics and Automation

Letters, 3(3):1912–1917, 2018. doi:10.1109/LRA.2018.2806080

Submitted journal paper

1. G. Yashin, D. Trinitatova, N. Zherdev, R. Agishev, and D. Tsetserukou. Airin-

terface: Study of effectiveness of aerial manipulation using vr system. Journal

of Intelligent & Robotic Systems. 16 pages, 2020. Submitted

Conference proceedings

1. G. A. Yashin, D. Trinitatova, R. T. Agishev, R. Ibrahimov, and D. Tset-

serukou. Aerovr: Virtual reality-based teleoperation with tactile feedback

for aerial manipulation. In 2019 19th International Conference on Advanced

Robotics (ICAR), pages 767–772, 2019. doi:10.1109/ICAR46387.2019.8981574

Posters

1. G. A. Yashin, I. A. Kalinov, E. V. Tsykunov, and D. O. Tsetserukou. Touch

and weight sensitive robotic arm for uav aimed at aerial manipulation and safe

physical human-drone interaction. In IEEE Haptics Symposium, 2018. URL

https://cutt.ly/cuv8z5U

5

https://doi.org/10.1109/JMASS.2020.3015525
https://doi.org/10.1109/LRA.2018.2806080
https://doi.org/10.1109/ICAR46387.2019.8981574
https://cutt.ly/cuv8z5U


Patents published during the author’s PhD activity, though

not strictly related to this thesis

1. I. A. Kalinov, G. A. Yashin, A. A. Petrovskiy, and D. O. Tsetserukou. Hybrid

robotic platform for warehouse inventory automation, Patent: RU 197 225 U1,

April 2020. URL bit.ly/fips-ru-patent-197225

2. I. A. Kalinov, R. T. Agishev, A. A. Petrovskiy, E. S. Safronov, T. V. Melnik,

M. A. Kurenkov, V. S. Ramzhaev, I. N. Idrisov, G. A. Yashin, and D. O.

Tsetserukou. The program for stabilization, localization and navigation of uavs

relative to a mobile robot in a warehouse with a gps signal and the presence of a

large amount of metal, Certificate of state registration of a computer program:

RU 2019661130, April 2019. URL bit.ly/fips-ru-patent-2019661130

6

bit.ly/fips-ru-patent-197225
bit.ly/fips-ru-patent-2019661130


Dedicated to my mother Irina, wife Daria and daughter Polina.

7



Acknowledgments

I would like to thank Daria Trinitatova and Ruslan Agishev for their valuable

contribution to this work and reliable support in research part dedicated to re-

mote control and tests of the aerial manipulation. I am especially grateful to Yuri

Sarkisov for his suggestions given during the numerous discussions of the developed

locomotion strategy and the dynamic modeling of the landing platform for the mul-

ticopters. To my supervisor Dzmitry Tsetserukou for the bold research ideas, the

creation of the most advanced robotics laboratory and the provided opportunity

to create the newest technology in Russia. I also thank Tamash Fazli for practical

advice in developing electrical circuits.

SkolTech’s administrative and FabLab staff also deserve an acknowledgment for

the comfortable education process at the institute. Thanks to all my laboratory and

SkolTech colleagues for sharing with me professional experience and lots of good

moments.

Finally, special thanks to my family for the continuous support and motivation

during this long scientific journey.

8



Contents

Glossary 15

1 Introduction 16
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Specifications of the Application Scope . . . . . . . . . . . . . . . . . 23
1.3 Challenges and Proposed Solutions . . . . . . . . . . . . . . . . . . . 26
1.4 Research Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.5 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2 Aerial Manipulator with 4-DoF 35
2.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 System Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3 Kinematic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.3.1 Inverse Kinematics . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.2 Forward Kinematics . . . . . . . . . . . . . . . . . . . . . . . 44

2.4 Dynamic Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5 GUI for Manipulator Control . . . . . . . . . . . . . . . . . . . . . . 46
2.6 Experiment on Manipulation in Flight via GUI . . . . . . . . . . . . 48
2.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3 VR-based Teleoperation System for Aerial Manipulation 52
3.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 System Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Manipulator Control with the VR controller . . . . . . . . . . . . . . 59
3.4 Wearable Teleoperation Interfaces . . . . . . . . . . . . . . . . . . . . 60

3.4.1 Smart Glove . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4.2 IMU-based Wearable Interface . . . . . . . . . . . . . . . . . . 62
3.4.3 Interface with IMU and Flex Bending Sensors . . . . . . . . . 62

3.5 Control of the UAV using a VR Controller . . . . . . . . . . . . . . . 63
3.6 UAV Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.7 System Communication . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.8 Experiment of Manipulation Control in Flight . . . . . . . . . . . . . 67

3.8.1 Description of VR Setup . . . . . . . . . . . . . . . . . . . . . 67
3.8.2 VR-based Teleoperation Tests . . . . . . . . . . . . . . . . . . 69

3.9 User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.9.1 Manipulation Experiment in the Stationary Case . . . . . . . 71
3.9.2 Experiment of Aerial Manipulation in Virtual Mine . . . . . . 85

9



Contents Contents

3.10 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4 Analysis of Locomotion Algorithm for Landing Gear 94
4.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 System Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4 Locomotion Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.4.1 Movement Sequence . . . . . . . . . . . . . . . . . . . . . . . 100
4.4.2 Kinematic Model . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4.3 Calculation of the Robot Center of Mass . . . . . . . . . . . . 105
4.4.4 Dynamic Model . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.5 Simulation of the Robot Motion . . . . . . . . . . . . . . . . . 110

4.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.5.1 Parameter Configuration . . . . . . . . . . . . . . . . . . . . . 113
4.5.2 Experiment of the Path Following . . . . . . . . . . . . . . . . 118

4.6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5 Conclusion 121
5.1 Research Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.2 Future Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

A Electrical Circuit of IMU-based Wearable Interface 129

B Electrical Circuit of DroneGear 131

C Potential and Kinetic Energies of Landing Platform 133

Bibliography 139

10



List of Figures

1-1 Applications of the aerial manipulation: (a) the insertion task [Kor-
pela et al., 2014], (b) valve turning [Korpela et al., 2014], (c) grabbing
objects in flight [Thomas et al., 2014], (d) surface inspection [Bodie
et al., 2019], (e) object grasping by two aerial manipulators [Ramon-
Soria et al., 2020], (f) flying robot for maintenance of the power lines
[Suarez et al., 2020]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1-2 Block-diagram of human-robot interaction. . . . . . . . . . . . . . . . 19
1-3 Types of the cluttered environments: (a) the interior of the building

after earthquake [Michael et al., 2012], (b) mine after collapse [Pérez-
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Chapter 1

Introduction

1.1 Motivation

Unmanned Arial Vehicles (UAV) are being developed to perform a set of tasks,

such as: parcel delivery in logistic business (Amazon PrimeAir [Amazon, 2016],

UPS [Burns, 2017], et al.), implementation of search and rescue operations [Sousa

et al., 2019], the assistance in emergency situations [Lygouras et al., 2019], industrial

inspection1 and maintenance [Ollero et al., 2019]. The UAV additionally equipped

with one or several robotic arms can perform significantly more number of tasks for

third and fourth applications. For example, such flying robots are able to carry out

a detailed inspection of the pipelines and bridges, holding a heavy object with the

swarm of drones [Kim et al., 2018], ecological sampling [Kutia et al., 2015] or land

in point of interest and perform a detailed environmental exploration.

The first studies in the area of aerial manipulation were carried out in 2010-2011.

It was the experiments on moving objects using a swarm of UAVs [Bernard et al.,

2011], grabbing an object using a UAV equipped with a grip [Ghadiok et al., 2011],

and applying an unmanned helicopter with a gripper [Pounds et al., 2011]. In 2013

the control system, research on dynamics and stabilization, and flight experiments

of the first multirotor with manipulators were presented in three studies [Kim et al.,

2013, Korpela et al., 2013, Jimenez-Cano et al., 2013]. A large project ARCAS2

1Flyability launches ELIOS 2 for intuitive indoor inspection, available: https://www.
flyability.com/news/flyability-elios-2-indoor-inspections (Retrieved March 22, 2020)

2ARCAS, available: http://www.arcas-project.eu/ (Retrieved March 20, 2020)
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Chapter 1. Introduction 1.1. Motivation

dedicated to the development and experimental validation of the first cooperative

free-flying robot system for assembly and structure construction was launched in the

autumn of the same year. In 2015 the AEROARMS project3 [Ollero et al., 2018] was

launched based on the results of the ARCAS project. This project aims to research

on the mechatronics, control, telemanipulation perception and planning problems

for aerial manipulation tasks. In 2016 Japanese company PRODRONE4 demon-

strated multirotor with two manipulators, which can lift objects from the ground

and land on the railing by using two manipulators. Nowadays the international

scientific community was conducted considerable research of the aerial manipula-

tion in the following areas: design of aerial robots with multiple degree of freedom

(DoF) manipulators [Bellicoso et al., 2015, Suarez et al., 2018], a study of kinemat-

ics and dynamics during manipulation in midair [Marchand et al., 2014, Yüksel and

Franchi, 2016], research of effective control systems for flight stabilization during

interacting with objects [Kim et al., 2013, Rossi, 2017, Imanberdiyev and Kayacan,

2019], trajectory planning approaches [Chen et al., 2019], choice of robot equipment

by necessary sensors to perform desired tasks and robot perception in surrounded

space [Ramon-Soria et al., 2020]. The most significant results of research and devel-

opments in the field of aerial manipulation were published in two handbooks [Orsag

et al., 2018, Ollero and Siciliano, 2019].

Over 9 years, the aerial manipulation has evolved from the laboratory tests to

the validation experiments in conditions close to actual exploitation (e.g., pipeline

inspection [Ollero et al., 2019]). Nevertheless, the question of controlling similar fly-

ing robots remains open, whether it is necessary to control manually, automatically,

or in semi-autonomous mode. A large number of the works propose the autonomous

performance of individual specific tasks, such as the insertion tasks [Korpela et al.,

2014], valve turning [Korpela et al., 2014], grabbing objects in flight [Thomas et al.,

2014], surface inspection [Bodie et al., 2019], object grasping by two aerial manipula-

tors [Ramon-Soria et al., 2020], maintenance of the power lines [Suarez et al., 2020],

and others (Fig. 1-1 b). At the same time, only some of the papers are devoted to

3AEROARMS, available: https://aeroarms-project.eu/ (Retrieved June 6, 2020)
4PRODRONE Unveils the World’s First Dual Robot Arm Large-Format Drone. PRODRONE,

available: https://www.prodrone.jp/en/archives/1420/ (Retrieved March 20, 2020)
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the teleoperation of the flying robots [Suárez et al., 2018, Coelho et al., 2019], and

one research is devoted to the semi-autonomous manipulation [Staub et al., 2018].

Figure 1-1: Applications of the aerial manipulation: (a) the insertion task [Kor-
pela et al., 2014], (b) valve turning [Korpela et al., 2014], (c) grabbing objects in
flight [Thomas et al., 2014], (d) surface inspection [Bodie et al., 2019], (e) object
grasping by two aerial manipulators [Ramon-Soria et al., 2020], (f) flying robot for
maintenance of the power lines [Suarez et al., 2020].

The industrial maintenance and assistance in rescue operations are the two areas

that require the most versatile robots. The usage of robots for these purposes often

implies the ability to perform non-standard actions that arise already during task

execution. In this case, the flying robots capable of performing aerial manipulation

are of particular interest. For instance, at the present time industrial tasks are

carried out by personnel. Some of these tasks must be performed using high-altitude

equipment. Even partial implementation of these activities by the robot can help

to reduce human risk and cost, as evidenced by the focus of European projects

ARCAS and AEROARMS. For this purpose, the robot should carry out different

specific tasks with high accuracy that could not be performed only in autonomous

mode. The robot control can be achieved by teleoperation methods. In this case, the

robot and the operator can be located in remote places, that is especially important

for hazardous conditions.
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Figure 1-2: Block-diagram of human-robot interaction.

We can describe the block-diagram of the remote robot control, as it is shown

in Fig. 1-2. In this scheme we see the ground station, which gets commands from

the control device of an operator and exchanges data with a robot using a commu-

nication protocol. With regard to the communication protocol, data exchange via

Wi-Fi is most often used type of wireless communication (for instance Mohaimeni-

anPour and Vaughan [2018], Coelho et al. [2019]). The reason for this is probably

due to the convenience of connecting to Robot Operating System (ROS) and pro-

viding transmission of large amounts of images and video from cameras at the using

methods of computer vision (for instance Roldán et al. [2019], Sun et al. [2020]).

While the connection of VR equipment (for example, HTC VIVE) is often carried

out using Bluetooth that ensures fast and stable transfer of small size data amount

(e.g. position, orientation, temperature, pressure and other). However it should be

noted that both Bluetooth and Wi-Fi are inferior to radio protocols in the commu-

nication range between the UAV and the ground station. Wi-Fi and Bluetooth stop

transmitting information after 50-100 meters [Sen et al., 2018], while the radio can

work up to 600 meters [Li et al., 2016]. An example of using radio communication

is presented in the work of Pereira et al. [2016]. Thus, it is efficient to use Bluetooth

and Wi-Fi in indoor conditions (e.g. laboratory) or when using a group of robots,

where one of the robots will be a mobile base station. When working over a large

area (e.g. forestry), it is rational to use radio communication.

As we mentioned earlier, the number of studies on the teleoperation of flying

robots is small; therefore, it is necessary to consider the existing control methods

for ground or stationary robots. Computer vision methods are often used in human-
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robot collaboration tasks, especially for remote control of robots. In a number of

works [Naseer et al., 2013, MohaimenianPour and Vaughan, 2018, Nagi et al., 2014],

it was proposed an approach for controlling a UAV located in close proximity to the

operator using an on-board camera (RGB camera, Kinect sensor) that recognizes

face and hand gestures. However, this approach cannot be applied in the tasks of

control of UAVs in remote environment. Jang et al. [2019] and Sun et al. [2020] used

the Leap Motion controller mounted on the HMD to track the operator’s hands. This

method has a significant drawback, the Leap Motion working area is significantly

limited, and the operator must keep his hands in front of the helmet in the area of

0.227 𝑚3.

Another approach includes the development of a physical interface for teleopera-

tion with a set of motion capture sensors and electromyography sensors [Miehlbradt

et al., 2018, Wu et al., 2019]. Such a solution requires placing a set of sensors on the

operator’s body or using special suits or clothing items. In Wu et al. [2019] the op-

erator control the motion of the mobile platform by slightly bending in the direction

of the desired movement exploiting the displacement of his/her center of pressure.

This way of controlling the robot is unusual and can be tiring during long missions.

Rognon et al. [2018] developed FlyJacket, which is a wearable interface based on

a soft exoskeleton for controlling the UAV with gestures of the upper body. The

exoskeleton includes a motion-tracking device to monitor body movements, an arm

support system to prevent fatigue, and is coupled to virtual reality goggles to provide

visual feedback. In addition, the application of haptic feedback in teleoperation sys-

tems for improving control is considered in a number of works by using commercial

desktop haptic devices with force-feedback [Kanso et al., 2015, Valenzuela-Urrutia

et al., 2019, Son, 2019]. Son [2019] tested of the haptic feedback based on the cues

corresponding to the UAVs’ velocity or directed forces from sensed obstacles. This

study aimed to improve the perception of flight control in a remote environment. To

enhance the teleoperation precision Valenzuela-Urrutia et al. [2019] used Phantom

Omni for manipulator position control with force feedback based on the use of point

cloud data obtained with an RGB-D camera. In their experiments, they used virtual

workspace to display the current position of the manipulator.
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Roldán et al. [2019] studied the integration of ROS-based robots with VR for

monitoring a fleet of drones, commanding a robot manipulator, and integration of

multiple ground and aerial robots. They concluded that the usage of VR provides a

comfortable perception of the current robot state, which makes it easier to perform

the necessary scenarios. The scientific search for improving the perception of the

environment during remote flight control can be called one of the important tasks in

aerial manipulation. Currently, it is possible to purchase various First-person view

goggles for UAV control. Such devices allow the pilot to see real-time video from

the camera on the UAV and some important characteristics during the flight (speed,

flight altitude, battery charge, and others). However, the visual experience can be

enhanced with VR or/and the addition of haptic feedback. VR allows the operator

to look at the flying robot from the side, and with the help of tactile feedback,

the operator can receive additional information about the interaction of the robot

with the environment. In 2008 Ferre et al. [2008] suggests that usage of HMD

can significantly improve working within the aforementioned conditions by a more

precise and effective telemanipulation performance. All of this can be applied at the

performing of the aerial manipulation, when it is necessary to provide a comfortable

provision of a large amount of visual information, so that the operator should not

be overloaded and can perform the assigned tasks with the help of a robot in a calm

state. It is also necessary that the control device should be intuitive and without

discomfort at usage in order to better focus on the task.

Separately, special attention should be given to the usage of flying robots for

remote applications such as monitoring or delivering cargo to hard-to-reach or dan-

gerous places, such as urban areas devastated by natural disasters. UAVs are also

used to carry out rescue operations to search for missing tourists in the territory of

nature reserves with a complex terrain5. The paper [Pérez-Higueras et al., 2019] is

dedicated to the usage of a group of robots in mines. These robots are significantly

different from each other in functionality and size. The researchers evaluated the

navigation and exploration system for the robotic team consisting of a ground robot,

5How do drones and neural networks look for missing people? And how effective are they?
TASS, Russian news agency, available: https://tass.ru/obschestvo/6757981 (Retrieved June
6, 2020)
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micro UAV, and a teleoperated snake-like robot. They developed and tested the al-

gorithms of the robotic team behavior in the simulation environment for search and

rescue activities in mine incidents. Also, within the framework of this project, it is

supposed to use a mobile ground-based robot as a carrier for the small robots. In an-

other example, a group of researchers from the University of Pennsylvania [Michael

et al., 2012] used the ground and aerial robots to generate the three-dimensional

maps of floors of a destructed building after the earthquake. In these conditions

UAV with one or several robotic limbs can significantly extend the application of

robots in rescue operations by accompanying such activities in the conditions of

destroyed urban infrastructure and natural landscape, when it may be necessary to

deliver medicine, drinking water or ancillary equipment (for instance, spare batter-

ies for power tools or repair kits). The equipment of the flying robots with several

manipulators can be useful not only for performing operations with objects, but also

for landing on uneven surfaces. With such functionality, the robots can spend their

power sources more efficiently due to the rational use of flight and ground modes.

However we can notice that in recent times, research in the field of using a group of

robots for search and rescue operations is carried out using highly specialized robots

with a bias in the mapping and indoor localization. At the same time, significantly

less research is devoted to the development of a multifunctional robots.

The usage of the robotic arms designed for aerial manipulation not only for

performing operations with objects, but also for landing on uneven surfaces, is of

considerable interest for research. Xie et al. [2015] developed an algorithm for land-

ing and grasping objects using two robotic legs. Their work was devoted to the

development of effective mechanics of the landing chassis and control system. It is

worth noting that similar chassis can also be used to perform dynamic grasping of

objects, as was demonstrated in the work of Thomas et al. [2014]. Arns and Zhang

[2019] designed the chassis for landing and performing operations with objects based

on the delta robot. There are developments in the use of classic paired manipulators

to perform tasks on manipulation and landing [Yu et al., 2019]. Paul et al. [2019]

combined landing gears and manipulator system for UAV with the objective to pro-

vide the ability to manipulate objects and acting as adaptive landing gear on uneven
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terrain. However, the presence of only three limbs does not allow such configuration

to move on the ground.

It is worth considering another combination of functions for the robotic limbs of

flying robots, this is the usage of landing gear to move on the ground. This necessity

arises when there are cavities in the ground or it is required to pass through a narrow

passage and move in a dilapidated room with a low ceiling. UPS [Burns, 2017] is

testing package delivery by a UAV launching from the truck cargo. It is expected

that UAVs will be launched and land on a moving car (e.g., in Walmart’s concept).

After the landing, the UAV needs to move to the charging station. Another example

of the application of the multifunctional robots can be found in exploring under-

ground caves. Delivering or extracting things, that are located in hardly accessible

places are potential tasks in this mission. Examples of this would be ecological sam-

pling or installation of the observation sensors deep inside the caves, that can be

reached only through narrow tunnels.

Based on state of the art, we defined the main problem as developing a multi-

functional flying robotic system and methods for effective remote control of such a

system. In order to better characterize this problem, two clarifying subtasks were

formulated. It is necessary to design a comfortable control interface to perform

the various aerial manipulation tasks with a cognitive perception of the robot state.

And the second subtask is the development of a locomotion algorithm for the landing

platform.

1.2 Specifications of the Application Scope

We can summarize that there is a tendency of active development of both mul-

tifunctional robots and the execution of operations by groups of robots in order to

more efficient implementation of critical tasks for shorter periods of time. The main

potential fields of application for such robots are search and rescue operations on the

reserves, underground tunnels, mines, in areas following natural disasters. Although

such robots can also be used for industrial maintenance. In order to promote these

developments in the world, competitions are held on the usage of robots for search
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and rescue operations in forests6 and underground environments7. The first com-

petition is aimed to develop devices or technologies capable of detecting the exact

coordinates of the location of a missing person without means of communication in

the natural environment. Despite the competition focus in the field of image pro-

cessing, it is worth noting that the list of necessary tasks in these conditions can be

expand by delivering essential items, as well as methods to inform the found person

about subsequent actions using the robot. The DARPA challenge is addressed to

development of novel approaches to rapidly map, navigate, and search underground

environments during disaster response scenarios. Tunnel, urban underground and

cave are used as a test zones in this competition. Examples of some types of the

cluttered environments are shown in Fig. 1-3.

Figure 1-3: Types of the cluttered environments: (a) the interior of the building
after earthquake [Michael et al., 2012], (b) mine after collapse [Pérez-Higueras et al.,
2019], underground tunnel (c) and cave (d).

At this time, mine robots were used to manipulate fan doors, push aside ob-

stacles, and transmit video and atmospheric monitoring information (mine gas and

temperature readings). In the paper [Murphy et al., 2009], the authors noted the

6Odyssey. In Search of Man, available: https://odyssey.community/ (Retrieved June 22,
2020)

7DARPA’s Subterranean Challenge, available: https://www.subtchallenge.com/ (Retrieved
June 22, 2020)
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three deployment scenarios: surface entry, borehole entry, and void entry. The

surface and borehole entries are the most common scenarios. The uniqueness of

the environment and operating conditions in a mine require to use multifunctional

robots. The operation functions of these robots include the ability to a different

location of deployment, beyond-line-of-sight operations, real-time data acquisition,

wide field of view, work envelope, and capable of 2–3 h missions.

Humanitarian demining is another prospective application area which requires

the usage of the robot with flexible and adaptable mobility and with obligatory

remote control [Habib, 2008]. For this type of tasks a robot should be able to lo-

comote and maneuver in the unstructured environment and on the different type of

terrain. The design should integrate proper balance between maneuverability, stabil-

ity, speed, and the ability to overcome obstacles [Habib, 2008]. Marques et al. [2016]

defined the technical characteristics of robots for mine clearance as follows: a high

level of protection against the environmental conditions (dust, humidity, tempera-

ture, etc.), long and continuous operation time between battery charging/changing,

wireless communication range, low cost, high maintainability, easy to use. Currently

tracked and wheeled robots equipped with mine detectors or manipulators are most

often used today (for example, robot MTGR8). At the same time, the UAVs can

be used to improve locating and detecting minefield and also greatly enhance wide-

area survey and assessment. Summarizing the above, we can say that a group of

flying robots can effectively assist in mine clearance operations. The flight speed

significantly exceeds the speed of movement on the ground, which provides a high

speed of exploration of large areas. The usage of a robot with robotic legs allows

observing a point of interest in a more energy-saving mode. On the other hand,

aerial manipulation allows inspecting dangerous areas from different angles, includ-

ing exploring cavities and hollows. Besides, the presence of a manipulator allows

removing small objects that can be used to cover explosives. Using a digital twin of

a robot along with a video stream from the robot’s cameras will provide the opera-

tor with the necessary amount of information about the current state of the robot

8MTGR® - The World’s Lightest Full-Featured Tactical Ground Robot, available: http:
//robo-team.com/products/mtgr/ (Retrieved September 17, 2020)
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and the environment around it. Originally developed to improve manufacturing

processes, digital twins can be defined as digital replications of real-world objects

bridging the physical and virtual worlds [El Saddik, 2018]. Real twins could be

equipped with sensors so that digital twins could replicate their behavior (e.g., mo-

tion or exploration process) that provides the interaction in real-time with the real

world. Thereby digital twins facilitate the means to monitor, understand, optimize

the functions of physical processes, and remote control of real devices.

1.3 Challenges and Proposed Solutions

As a result of the study of the potential application area of the flying robots and

aerial manipulation field, we can determine the following actual challenges:

• Standalone vs. manual mode. Algorithms of automatic terrain analysis

to the search of objects require significant computing power and most often

require the determination of the specific search goals. That is, Standalone

mode can not fully replace manual control by the operator at the moment.

Besides, when the robot works in automatic operation mode, it is necessary

to use auxiliary precision sensors for accurate positioning during interaction

with surrounding objects.

• Sophisticated manual control. On the other hand, during manual control,

an operator is visually overloaded to find the target object in a real environ-

ment and to control the robot at the same time. In addition, In addition,

manual control is usually performed in the field of view of the operator or

when performing complex tasks using the monitor. VR technologies, the us-

age of the robot digital twin, and tactile feedback can enhance the perception

of the environment around the robot.

• Limited functionality. Most often, robots are used to perform specific tasks,

since in this case it is easier to develop automatic mode of their work (the

absence of transients). The usage of a replaceable payload can compensate for

the limited robot functionality. However, when operating robots in a cluttered
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environment, the robot’s ability to immediately adapt to the environment is

required, as noted above.

• Autonomy vs. payload. The usage of highly specialized devices for spe-

cific tasks is justified only in the case of a modular robot structure. However,

replacing the tool leads to the need to return at the starting position and, ac-

cordingly, increase time costs. The installation of several different mechanical

devices on the UAV is usually impossible, since this requires a more powerful

propulsion system and an increase of the robot size, which is not always accept-

able. Also, a more powerful computer or equipment with additional sensors

increases power consumption, and hence reduces the autonomous operation.

Lack of payload versatility and effective control methods slow down the commis-

sioning of the flight robots to perform real assistance in search and rescue operations.

Nevertheless, the aforementioned technical difficulties are the initiators of the scien-

tific search for new approaches of remote robot control and the development of new

algorithms for the functioning of existing robots, such as landing platforms. Based

on the existed needs, we can formulate the main research question for this thesis:

"How to improve the functional efficiency and control method of the unmanned

aerial vehicles equipped with robotic limbs?"

In search of an answer to this question we developed the group of the robots,

which is capable of performing tasks indicated in Table 1.1. The first robot, AeroVR,

is the quadrotor equipped with 4-degree of freedom (DoF) manipulator underneath

for the implementation of aerial manipulation. The second robot, DroneGear, is

the hexarotor equipped with four 2-DoF legs, which is capable of landing on the

uneven surface and moving to the desired position. Potentially, both robots can be

controlled both in stand-alone mode (moving to the target point) and in manual

control/teleoperation mode (moving and exploring the local area). It is worth not-

ing that the DroneGear can act as a coordinator, transmitting data about target

coordinates to assistant robots, such as AeroVR.
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AeroVR DroneGear

• Ecological sampling.

• Deliver and install of sensors
(e.g., sensors for the collection
of information about the environ-
ment state).

• Deliver the aid or repair kit.

• The interaction with objects
(e.g., door opening, grasping).

• Inspection of the structure safety
in teleoperation mode.

• Flight and ground movement.

• Landing in target position.

• Exploration of the surrounding
area (in case of installation of ad-
ditional sensors).

• Functioning as a coordinating
robot for other service UAVs (in
case of installation of additional
sensors).

Table 1.1: List of tasks performed by developed group of robots.

As we noted earlier, control of the flying robots during the implementation of

various operations is most often performed using pre-programmed specific tasks. At

the same time, as noted in Section 1.1, the scientific community actively develops

the field of remote control of stationary manipulators, as well as control technolo-

gies using wearable devices. In 2020 team of the DLR researchers presented the

teleoperation method for aerial manipulation using onboard visual and inertial sen-

sors, an object tracking algorithm, and a pre-generated object database. During

experiments the operator controlled cable-suspened manipulator by a haptic device

and 3D visualization in virtual reality [Lee et al., 2020]. In this work, particular

attention is paid to the data exchange protocol between the robot and the operator

control device. However, the usage of the joystick to control the manipulator in

space and radio control equipment to handle the UAV are not intuitive and con-

venient methods. The operator must initially undergo additional training for the

usage of this control system. Thereby, existing control methods require considerable

time for learning how to operate robots and do not provide natural interaction with

the robot (a more detailed consideration of existing systems for remote control of

robots is presented in Section 3.1). Thus, it is worth asking the following clarifying

research question:
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"How can the operator remotely control the aerial manipulator in comfortable

way?"

Our hypothesis is that controlling a robot using a wearable interface connected

to VR can expand the functionality of aerial manipulators, improve the perception

quality of the environment surrounding the robot, and reduce the operator’s training

time. To validate this hypothesis, we developed and tested several types of wearable

interfaces for tracking the orientation of the operator’s hand. To provide the operator

with a perception of the current state of the robot, we made a VR application that

displays a digital twin of the robot and a video stream from the robot’s camera

in real-time. We conducted two user studies to evaluate efficiency of the proposed

method for remote control of the manipulator and control of the UAV.

The main characteristics of any UAV are a time of autonomous operation, range

of remote control, and payload. These parameters determine how long, at which

distance, and which tasks the UAV is capable of performing. When we expand

the functionality of the flying robot for better exploration of the target area or

interaction with objects, we need to equip the UAV by additional mechanics and

sensors. This payload has its weight, and depending on it the propulsion system

is selected for UAV. Accordingly, the bigger the power of its motors, the more

energy is consumed for the autonomous functioning of the robot, which means more

massive batteries are required. Thus, at the design stage of the flying robots, it

is critically important to choose the optimal ratio of the size and weight of the

robot to the desired payload, or respectively to the number of different operations

or the duration of a particular operation depending on the robot application. As we

mentioned early and described in detail in Section 4.1, landing platforms are being

recently developed for flying robots to land on the uneven surfaces safely. But if

the robot can land somewhere and its landing platform is theoretically capable of

moving on the ground, it would be better if the robot has a locomotion function.

It can provide more economical use of the battery charge and increase the time of

autonomous operation, respectively. Also, it ensures the multifunctionality of an

existing payload. The second additional research question is as follows:
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"How can the UAV equipped with landing gear walk without structure

improvements?"

For this goal, we proposed a new kinematic-based locomotion algorithm for the

landing gear with four legs with 2-DoF. The development of this algorithm was

carried out in two stages. Using a heuristic approach, we experimentally determined

the required number of motion gates and possible stable positions for each gate. At

the second stage, based on the experimental results, we set the trajectory of the robot

motion and calculated its kinematic model. To analyze the developed algorithm,

we created a visualization of robot motion in MATLAB, then we calculated the

servomotor torques during robot motion using Lagrangian dynamic formulation and

kinetostatic methods, and finally test this algorithm on the real robot.

One of the potential scenarios for operating the developed group of robots is

presented in Fig. 1-4. For example, in the underground environment there was a

partial collapse of the rocks. DroneGear flies into the tunnel to the point where the

collapse occurred. An accumulation of toxic gas (e.g., carbon monoxide) may occur

at this point. Initially, the robot needs to reconnaissance of the place, then tries to

find a suitable place for the landing and explores the area around it. In the event of

coal collapse detection (in this case, methane appears most frequently), DroneGear

informs the second robot about the specified coordinates via a radio link. Finally,

AeroVR arrives at the specified point and install a gas analyzer in teleoperation

Figure 1-4: The scenario for operating a group of robots.
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mode. We used a simple version of this scenario to conduct a user study of the

developed remote control system using VR. In this user study, the participants

controlled the AeroVR robot and searched for gas sources in a virtual mine, and

after finding them, they placed gas detectors near these sources (Subsection 3.9.2).

1.4 Research Contribution

The present thesis aims to expand the capabilities of the robots for aerial manip-

ulation via VR-based teleoperation and to demonstrate two novel multifunctional

flying robots for potential assistance in the cluttered environment (e.g., search and

rescue operations in mines or on the terrain after the natural disasters). The kine-

matic and dynamic models for these robots were calculated in Maple and MATLAB.

The Graphical User Interface (GUI) in MATLAB was designed for each robot in or-

der to estimate and adjust their processes of movement. Finally, the robots were

tested in laboratory conditions with a ground-truth VICON Motion Capture System

(Mocap). User studies were used for the evaluation of the VR-based teleoperation

system. The main contributions of this thesis can be summarized as follows:

• The novel human-robot interaction strategy was developed for accurate object

manipulation by the UAV equipped with a robotic arm in a remote envi-

ronment without direct visual contact between a human operator and a flying

robot. The lightweight robotic arm was assembled and attached to the quadro-

tor. This manipulator is capable of reproducing human hand movements. The

manipulator is controlled by developed wearable IMU-based interface. The

robot flight is managed by HTC VIVE controller with visual feedback from

the camera mounted on the manipulator. Such intuitive control allows an oper-

ator to manipulate remote objects successfully with short preliminary training.

For a better perception of the current state of the robot and the environment

surrounding it, a digital twin of the robot and video from the camera located

on the end effector are projected into the head-mounted display (HMD) in

real-time. The effectiveness of this method was confirmed during user study.

• A novel non-traditional locomotion algorithm for the quadrupedal landing
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platform was developed and tested. This approach was called LocoGear. In

the framework of this approach, the robot movement by one step consists of

the movement of the robot center along a path consisting of a cycloid and

parabola segments, and the movement of the legs along parabolic paths. The

experimental tests of the robot moving along a given path were performed.

1.5 Thesis Structure

The Fig. 1-5 shows the relations between the thesis chapters. Chapter 2 and

Chapter 3 are dedicated to the development of the AeroVR project, Chapter 4 con-

tains information about research and development of the LocoGear algorithm for

the DroneGear robot. AeroVR and DroneGear robots are equipped with robotic

limbs which have only rotational DoF in joints. The kinematics of these limbs is

described using Denavit-Hartenberg parameters. Thus, calculation of the kinemat-

ics for the robotic arm was used for heuristic analysis. It is also worth noting that

the calculation principles of the manipulator dynamics were used as the basis for

calculating the dynamic loads of the DroneGear robot. We use the GUI for motion

visualization and adjustment of the manipulator to set the necessary parameters

for the manipulator operation. Сhanging these parameters provides flexible con-

figuration and debugging of the manipulator at the design stage. Therefore, based

Figure 1-5: Scheme of the relations between the chapters.
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on this development, a second interface was written to study the movement of the

DroneGear robot. In addition the results of flight experiments of the AeroVR robot

using the GUI motivated us to develop a VR -based teleoperation system for more

convenient control of the aerial manipulation. This remote control system was de-

veloped in several iterations with the goal of creating a most comfortable wearable

device for the manipulation control. Finally, the control electronics of the DroneGear

robot function based on the same algorithms as AeroVR electronics. Nevertheless,

since the tests of the robots were carried out almost in parallel, part of the control

program code was improved based on the experiments carried out on both robots.

This thesis is organized as follows.

Chapter 1 - Introduction. In this part we have presented the general overview

of the current state of technologies relevant to this research, the motivation

of this thesis, specifications of the application scope, proposed solution, and

established aims during this research.

Chapter 2 - Aerial Manipulator with 4-DoF. This chapter comprises the state

of the art of the aerial manipulator design (Section 2.1), the information about

design of the robotic arm for UAV (Section 2.2), kinematic and dynamic model

of the manipulator (Section 2.3 and Section 2.4 respectively). A description of

the GUI for manual control and adjustment of the manipulator are presented

in Section 2.5. Experimental results of the manipulator control at flight using

GUI are presented in Section 2.6.

Chapter 3 - VR-based Teleoperation System for Aerial Manipulation. The

chapter consists of nine sections and summary, and narrates about the devel-

opment and tests of the VR-based teleoperation system. Section 3.1 contains

information about the state of the art of the teleoperation methods and devices,

which is used for the manipulation and control flying robots and manipula-

tors. In Section 3.3 we described the principle of manipulator control using

a VR controller. Section 3.4 comprises the information about design and ex-

perimental comparison of the wearable interface developed for the VR-based

teleoperation. In Section 3.5 we described the principle of UAV control using
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a VR controller. The UAV localisation approach and description of the com-

munication system are given in Section 3.6 and Section 3.7, respectively. User

study results of the VR-based teleoperation control over aerial manipulator at

flight are presented in Section 3.8. The evaluation of the system performance

by the group of users is considered in Section 3.9.

Chapter 4 - Locomotion Algorithm for Landing Gear. The chapter consists

of five sections and summary, and contains information about the development

and tests of the LocoGear approach. Section 4.1 narrates about the state

of the art of the quadrupedal robots and landing platforms for UAV. The

structure of the landing gear and their technical characteristics are presented

in Section 4.2. Section 4.3 comprises the problem statement of the movement

of the landing gear. A description of the locomotion algorithm, kinematic and

dynamic models of the landing platform, simulation of the robot motion are

presented in Section 4.4. Experimental results of the robot movement in the

laboratory conditions are described in Section 4.5.

Chapter 5 - Conclusion. In the last chapter, we summarize the results obtained

during experiments and simulations. Also, we discuss three prospective re-

search and commercialization opportunities with the application developed

technologies.

Appendix A - Electrical circuit of IMU-based wearable interface. This sec-

tion contains the electrical circuit of wearable interface which is an appendix

for Chapter 3.

Appendix B - Electrical circuit of DroneGear. This section contains the elec-

trical circuit of DroneGear which is an appendix for Chapter 4.

Appendix C - Potential and Kinetic Energies of Landing Platform. This sec-

tion is appendix for Chapter 4. In this part the calculation of the potential

and kinetic energies for the landing platform is described.
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Chapter 2

Aerial Manipulator with 4-DoF

2.1 State of the Art

In the field of aerial manipulation, we can identify several types of interaction

with payload [Kutia, 2019]. It can be simple load carrying, grabbing objects us-

ing 1-DoF gripper, manipulation by one or two multi-DoF robotic arms, or aerial

interaction with objects using cable-Suspended manipulator (Fig. 2-1). These tech-

nologies are intended for different applications and, accordingly, distinguished by the

hardware design, maximum payload, dynamic loads, and type of control methods.

Load carrying and usage of 1-DoF gripper under the UAV are of the greatest

interest in order to move payloads between two static landing platforms. The advan-

tages of these type aerial interaction with an objects are balancing the load relative

to the UAV’s center of mass, therefore, the dynamics of such robots is simpler. In

addition, the absence of additional mechanisms for manipulating objects in space

increases the payload. All of the above has provided significant support for the devel-

opment of this technology by commercial logistics companies. In 2013 the company

SF Express in cooperation with XAIRCRAFT were the first developers performed

tests of the parcel delivery in place without infrastructure1. After a while, the Ama-

zon company took the initiative and began engaged in the active development of the

parcel delivery to the customer by quadrotor with the automatic vertical grasping of

1Drone Delivery Service Launched in China – SF Express, available: https://dronesonvideo.
com/drone-delivery-service-launched-in-china/ (Retrieved June 14, 2020)
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Figure 2-1: Types of aerial manipulators: (a) 1-DoF gripper [Pounds et al., 2011], (b)
two multi-DoF robotic arms [Suarez et al., 2018], (c) cable-Suspended manipulator
[Sarkisov et al., 2019].

the object [Amazon, 2016]. Besides significant interest from commercial companies,

in 2011 scientists from the University of Pennsylvania and Yale University indepen-

dently were one of the first developers who studied the control of UAVs equipped

with the gripper [Mellinger et al., 2011, Pounds et al., 2011].

A cable-suspended load is more often attached to the helicopters, that is applied

to firefighting and forestry. Сable-Suspended interaction with objects was proposed

in 2008 Markus et al. [2008], this approach allows to deliver heavy loads by a group of

aerial vehicles. Since then, this technology has been greatly improved. Today cable-

Suspended Aerial Manipulator (SAM) platform, which is equipped with propulsion

units, is being developed in DLR [Sarkisov et al., 2019, 2020]. The SAM is hanged

on the main aerial carrier (e.g. a helicopter) utilizing a long cable. This solution

allows performing aerial manipulation in a complex environment while keeping the

main aerial carrier at a safe distance from the obstacles. However cable length has

a significant influence on load-carrying dynamics, which requires the use of more

complex control algorithms. SAM are large and can be used to interact with large
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and heavy objects.

As was mentioned in Section 1.1, 2013 can be considered as the beginning of

the active development of the scientific direction of aerial manipulation using the

robotic arm. Specially designed robotic arms with from 2 to 6 DoF [Kim et al., 2013,

Suarez et al., 2015, Korpela et al., 2013, Bellicoso et al., 2015, Cano et al., 2013], as

well as 7-DoF KUKA industrial manipulator [Kondak et al., 2014], and delta robots

[Danko et al., 2015] were designed and tested as manipulators attached to the UAV.

Some paper [Lee et al., 2016, Ohnishi et al., 2017] were dedicated to the mechanical

compensation of CoM displacement of the robot during aerial manipulation in front

of the UAV. If we consider the evolution of the design of manipulators in ARCAS and

AEROARMS projects, it is worth noting that the version of the robotic arm with 6-

DoF was originally designed [Cano et al., 2013], however, the first tests were carried

out using a manipulator with 3-DoF [Jimenez-Cano et al., 2013]. In AEROARMS

project the latest versions of the robots have 4-DoF, three of which are located on

the shoulder [Suarez et al., 2018].

The diversity of structures for manipulating objects in the midair reflects the

trend of the scientific search for a minimalistic design of the manipulator, which

would have a lightweight and high strength characteristics. At the same time, the

rigidity of the structure should ensure the damping of vibrations that can arise both

during the flight of the robot and due to dynamic loads during the manipulation

process. The manipulator actuators must ensure stable interaction with objects of

a certain weight, which is determined by the carrying capacity of the carrier UAV.

In addition to technical requirements, the choice of the manipulator configuration

is carried out based on the functionality which the flying robot should perform.

As noted above, to perform simple operations for the delivery of various goods,

only a grabbing device is generally sufficient, while it makes sense to perform the

inspection or maintenance of industrial facilities using multi-DoF manipulators. The

installation of the sensors may require the usage of multiple robotic arms, as was

done when installing the sensors on the power line [Suarez et al., 2020].

In addition to structural characteristics, robots also differ in the set of sensors

required to perform specific tasks. However, compact cameras currently have the
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most important role in aerial manipulation. The cameras are used for target track-

ing, trajectory generation without collision and trajectory tracking control [Chen

et al., 2019]. In the paper of Danko and Oh [2014] the manipulator is visually ser-

voed using an eye-in-hand camera. With this ability the robotic arm compensate

the undesired UAV motions. Also in the article of Heredia et al. [2014] investigated

the control of a flying robot using two cameras on the drone frame and one on the

end effector. Papers [Kim et al., 2016, Laiacker et al., 2016] are focusing on accu-

rate manipulations with objects by flying robots using computer vision algorithms.

In other words, the equipment of a aerial manipulator with one or several cameras

is necessary to perform interaction with objects in both the cases, for automatic

control and remote teleoperation.

Based on the considered state of the art we developed robotic arm equipped with

4-DoF and camera mounted on the gripper. It provides simplicity of the manipulator

construction and robot control. The additional necessary freedom of movement

to manipulate in space can be implemented using the three rotational and three

translation DoFs of the UAV. A similar approach was demonstrated in [Chen et al.,

2019], but this robot was operated in stand-alone mode. AeroVR and DroneGear

robots were designed as small size prototypes, such compact robots can be useful for

implementation of sampling, installation sensors and exploration of the environment

after disasters (such as was discussed in Section 1.1).

2.2 System Overview

Large payload, long continuous flight time, and size are the main UAV require-

ments. Taking into account these limitations, we assembled a quadrotor based on

the frame DJI Flame Wheel ARF KIT F450 with propulsion system DJI E600, and

Cube Flight Controller (based on Pixhawk 2.1). Also, onboard computer Odroid is

installed on the robot to provide the data exchange between the client computer and

autopilot, client computer and gripper camera via Wi-Fi connection (communica-

tion system is described in Subsection 3.8.1). The robot is connected to a stationary

power supply via cable to eliminate the need for a changing battery during long flight
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tests.

4-DoF manipulator consists of three motors in articulated joints (Dynamixel

servomotors MX-106T, MX-64T and AX-12 in the shoulder, elbow and wrist joints

respectively), two links, one servomotor for the grip rotation (Dynamixel AX-12)

and the grip with 1-DoF (Futuba S9156). 3D model of flying robot is developed

in CATIA and shown in Fig. 2-2. The manipulator servomotors are chosen based

on the necessary values of the maximum torque in the manipulator joints, that was

calculated in Section 2.4. For designed manipulator the maximum torques have the

following values:

• The shoulder joint: 𝑇𝑚𝑎𝑥1 = 5.167 N·m.

• The elbow joint: 𝑇𝑚𝑎𝑥2 = 2.792 N·m.

• The wrist joint (pitch): 𝑇𝑚𝑎𝑥3 = 0.850 N·m.

• The rotation joint of gripper (roll): 𝑇𝑚𝑎𝑥4 = 0.097 N·m.

• The grasping mechanism: 𝑇𝑚𝑎𝑥5 = 0.614 N·m, this value is calculated using

gear ratio.

Figure 2-2: Layout of the manipulator servo motors.

The grip design is based on the four-bar linkage mechanism with gear ratio 1,85.

On the gripper we installed ultrasonic sensor HC-SR04. This sensor can measure
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the distance to an object in the range from 2 to 400 cm. To ensure the transmission

of visual feedback, the manipulator is equipped with a compact digital 8-megapixel

camera with a 75-degree field of view. Also, two force sensitive resistors are fixed

on the gripper bars. These sensors detect the contact between the gripper and the

object and determine the force with which the bars of the gripper hold the cargo.

The technical characteristics of the developed robot are presented Table 2.1.

Weight of flying robot 2080 g
Manipulator weight (with electronics) 918 g
Maximum robot payload 400 g
Manipulator length 740 mm
Distance between the edges of the propeller
and end of the grip

400 mm

Number of the manipulator DoF 4
Work range of the shoulder joint 0 - 180 deg.
Work range of the elbow joint 0 - 180 deg.
Work range of the wrist joint (pitch) -90 - 90 deg.
Work range of the wrist joint (roll) -90 - 90 deg.

Table 2.1: Technical characteristics of AeroVR.

To perform the aerial manipulation tasks it is necessary to mount the robotic arm

under the UAV. Therefore we designed link 1 so that the robotic arm folds completely

and does not interfere during the take-off and landing phases. Manipulator links have

a truss structure to achieve a light and rigid construction. The links are 3D-printed

from PLA material. We conduct the stress-strain analysis of the links in FE Software

Abaqus 6.14 to validate that the plastic links with designed structure provides the

minimum weight and maximum rigidity. For the finite element method, the robot

link was considered as cantilever beam loaded by uniform gravity force and torque

of 5.3 N·m at the opposite end. This load corresponds to the holding an object

weighing 400 grams in the extended position of the manipulator. The distributions

of displacement along Z-axis and stresses in the manipulator link 1 are provided in

Fig. 2-3(a) and Fig. 2-3(b), respectively. The displacement along Z-axis is less than

3.5 mm at maximum payload, the deflection angle is less than 1 degree. Thus, the

manipulator has a robust structure while manipulating an object.
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Figure 2-3: The distributions of displacement along Z-axis (a) and stresses (b) in
manipulator link.

In addition to the stress-strain analysis we conduct the frequency analysis of

the links using finite element (FE) method in CATIA to validate the absence of

resonance oscillations. All calculated natural frequencies (Table 2.2) differ from

the rotation frequency of the quadrotor motors, which is equal to 153.55 Hz (when

motors powered from 22.2 V). The technical characteristics of the quadrotor motors

are presented in Table 2.32.

Natural frequency, HzManipulator components Pitch Roll Yaw
Link 1 87.74 304.61 106.47
Link 2 66.12 270.04 85.21
Gripper 38.82 73.97 50.09

Table 2.2: Natural frequencies of manipulator components.

2E600 – DJI, available: https://www.dji.com/e600/spec (Retrieved October 02, 2020)
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Recommended Load 600 g/axis
Maximum Thrust 1600 g/axis
Voltage 22.2 V
Stator Size 35×8 mm
Motor velocity constant 415 rpm/V
Weight 90 g

Table 2.3: Technical characteristics of motors of DJI E600 multirotor propulsion
system.

2.3 Kinematic Model

We used inverse kinematics to calculate the desired position of the gripper and

the possible geometric limitations of the manipulator. For VR-based teleoperation

mode, we applied forward kinematics. At the calculation of the kinematics, we

do not take into account the rotational degree of freedom of the grip since we are

transmitting the desired angle directly to the servomotor controlling this DoF. Thus,

we consider the kinematics of 3-DoF planar manipulator. Fig. 2-4 shows the scheme

of the robotic arm. The abbreviations are as follows: 𝜃, 𝛽, and 𝛼 are the shoulder,

elbow and wrist joint angles respectively; 𝑙1 and 𝑙2 are the link lengths; 𝑙3 is the

position of the grip end in relation to the wrist joint; (𝑥𝑖, 𝑧𝑖) coordinate system

(CoS) is attached to 𝑖-th CoS transformation; 𝑙𝑑𝑖𝑠 is the transition from CoS (𝑥2, 𝑧2)

to CoS (𝑥3, 𝑧3) due to the shape of link 1; 𝛾 is the angle formed by the shape of link

1; 𝑇1, 𝑇2, and 𝑇3 are torques in shoulder, elbow and wrist joints, respectively.

Figure 2-4: Scheme of the manipulator.
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2.3.1 Inverse Kinematics

For the 3-DoF planar manipulator, we used the following transition matrix, which

corresponds to the transformation from the CoS (𝑥5, 𝑧5) to drone coordinates (𝑥0, 𝑧0):

𝐵
𝑝 𝑇 = 𝑇 0

5 =

⎡⎢⎢⎢⎢⎢⎢⎣
cos(𝜑) − sin(𝜑) 0 𝑥

sin(𝜑) cos(𝜑) 0 𝑧

0 0 1 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎦ , (2.1)

where

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜑 = 𝛼− 𝛽 + 𝜃

𝑥 = 𝑙1 · cos(𝜃) + 𝑙2 · cos(𝛽 − 𝜃) − 𝑙𝑑𝑖𝑠 · sin(𝜃)

𝑧 = 𝑙1 · sin(𝜃) − 𝑙2 · sin(𝛽 − 𝜃) + 𝑙𝑑𝑖𝑠 · cos(𝜃).

Using the VR controller, the gripper’s DoFs are controlled by the touchpad

(Section 3.3). Therefore, for the convenience of positioning the manipulator in

relation to the target object during teleoperation, we calculate the position of 𝛼,

so that the gripper will be parallel to the ground by default, but the operator can

change this value directly if it is necessary for object grasping. To get expressions

for calculating all joint angles, firstly, we calculate 𝛽 (2.2) from (2.1). Secondly,

using systems of equations (2.1) and (2.3) [Craig, 2009] we calculate 𝜃 and 𝛼:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝛾 = arctan(𝑙𝑑𝑖𝑠/𝑙1)

cos(𝛽) =
𝑥2 + 𝑧2 − 𝑙21 − 𝑙22

2 · 𝑙1 · 𝑙2
sin(𝛽) =

√︀
1 − cos(𝛽)2

𝛽 = arctan 2(sin(𝛽), cos(𝛽)) + 𝛾,

(2.2)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑥 = 𝑘1 · cos(𝜃) − 𝑘2 · sin(𝜃)

𝑧 = 𝑘1 · sin(𝜃) + 𝑘2 · cos(𝜃)

𝑘1 = 𝑙2 · cos(𝛽) + 𝑙1

𝑘2 = −𝑙2 · sin(𝛽) + 𝑙𝑑𝑖𝑠,

(2.3)

⎧⎪⎨⎪⎩𝜃 = −(arctan 2(𝑥, 𝑦) − arctan 2(𝑘1, 𝑘2))

𝛼 = 𝛽 − 𝜃.

(2.4)

2.3.2 Forward Kinematics

We used forward kinematics to display the position of manipulator components

in Unity. To do this, it is necessary to write the transformation matrix for each joint

of the manipulator via rotation and translation matrices from the drone CoS (𝑥0, 𝑧0)

to each joint CoS. Thus, we got the following equations for position of elbow, wrist

joints (2.5, 2.6) and the grip end (2.7):

⎧⎪⎨⎪⎩𝑥𝑒 = 𝑥𝑠 + 𝑙1 · cos(𝜃) − 𝑙𝑑𝑖𝑠 · sin(𝜃)

𝑧𝑒 = 𝑧𝑠 + 𝑙1 · sin(𝜃) + 𝑙𝑑𝑖𝑠 · cos(𝜃),

(2.5)

⎧⎪⎨⎪⎩𝑥𝑤 = 𝑥𝑒 + 𝑙2 · cos(𝛽 − 𝜃)

𝑧𝑤 = 𝑧𝑒 − 𝑙2 · sin(𝛽 − 𝜃),

(2.6)

⎧⎪⎨⎪⎩𝑥𝑔 = 𝑥𝑤 + 𝑙2 · cos(−𝛼− 𝛽 + 𝜃)

𝑧𝑔 = 𝑧𝑤 + 𝑙2 · sin(−𝛼− 𝛽 + 𝜃),

(2.7)

where 𝑥𝑠, 𝑧𝑠 are the coordinates of the shoulder joint that corresponds to the current

position of the UAV.
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2.4 Dynamic Model

To estimate the servomotor loads of the manipulator, we created a dynamic

model in Simulink (Fig. 2-5). For this purpose, we assembled simple visualization

of the manipulator with the assignment of the mass of components (on the right

side of the Fig. 2-5), then we connect this model with transfer functions of the

servomotors and input data. The transfer functions (Fig. 2-6) were modeled for

the most loaded servomotors MX-106T and MX-64T based on the dynamic models

of Dynamixel motors proposed in article [Maximo et al., 2017]. This model takes

into account almost all physical elements of the servomotor: PWM converter, DC

motor, gearbox, inertia and friction of the components angular encoder. Changing

the motor torques in the shoulder, elbow and the wrist joints in time is shown on the

Fig. 2-7. In the initial and final positions, the manipulator is lowered down. From

38 to 42 seconds the manipulator operates in the position elongated in the front,

in this interval the torques correspond to their maximum values. The angles for

this simulation of the manipulator movement was obtained using IMU-based haptic

interface (see Section 3.4).

Figure 2-5: Block scheme of the dynamic model of 4-DoF manipulator.
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Figure 2-6: Block scheme of the dynamic model servomotor Dynamixel MX-106T.

Figure 2-7: Simulation of the change in torque over time.

2.5 GUI for Manipulator Control

The connection of motors and sensors to MATLAB is performed via board

OpenCM 9.04. Wireless control of the robotic arm is carried out by Bluetooth

module HC-05. Adjustment of the control algorithm and monitoring the state of

the robot is realized by the developed GUI interface in MATLAB (see Fig. 2-8).

Using the GUI, we can conveniently configure the robot and observe the real-time

manipulator behavior using a computer. In addition, we can send a command to
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turn on (off) the manipulator power supply using the transistor switch. It is neces-

sary if the behavior of UAV will become unstable.

Figure 2-8: GUI to monitor the manipulator state.

Depending on the manipulator components, GUI provides information about

the work area of the manipulator and the required torques of servomotors. It also

displays information about the current technical parameters of servomotors (voltage,

speed, PID coefficients) and sensor data (force resistive and ultrasound sensors). The

user can change the following manipulator settings:

• Control modes of motors depending on the controllers: Arduino UNO,

USB2Dynamixel or OpenCM9.04.

• Work area via changing the acceptable value of joint angles.

• Lengths of manipulator links.

• Types of the manipulator motors (ordinary servomotors or Dynamixel smart

servomotors).

• Teleoperation and manual manipulator control modes.

In manual mode, the operator can change the position of the gripper by writing

desired X and Y coordinates or pushing on the arrow keys (forward, back, up or
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down). The step size is set separately for the usage of the arrow keys. Teleoperation

mode switches the GUI to the mode of displaying and recording the experimental

data, while control of the manipulator is transferred to Unity and the operator.

The application allows displaying the position of the manipulator in accordance

with the current coordinates and the range of acceptable angles of servomotors.

When the GUI starts, the verification of this range is performed in accordance

with the specifying angles. After that, the manipulator’s working area is calculated

depending on physical limitations, such as the operating range of the servomotors

and the positioning of the manipulator relative to the UAV propellers. Further,

сhecking the entered coordinates is carried out in several steps. In the first step,

we check whether the desired position is within the acceptable range of X and Y.

In the case of fulfillment of this condition, the coordinates should be reachable in

accordance with the lengths of the manipulator links (𝑙1 and 𝑙2) and design features

of the UAV. On the туче step, the obtained angles are checked for being in the

allowable range, which is specified by the operator. If the coordinates do not satisfy

conditions, the manipulator movement will not occur, and GUI return the previous

correct coordinates.

2.6 Experiment on Manipulation in Flight via GUI

The first test of the developed flying robot was carried out using GUI. In this

flight tests we aimed to estimate the influence of manipulator movement on UAV

deviations from the target position, and assess how the standard quadrotor autopilot

(pixhawk) will react to dynamic load. The manipulator with grasped object is moved

along the specified path (Fig. 2-9, Fig. 2-10(a)). In point No. 9 the operator sends

a command to release the object. A wooden cube weighing 77 grams was used as

an object for this experiment.

Fig. 2-10(c) shows that the maximum deviation of the roll angle is of 5.22 degrees

(standard deviation is of 0.99 degrees). The fluctuations in the roll direction in the

range of points 3 to 9 arise due to the fast manipulator movement with a considerable

distance. The standard deviation of pitch angle is of 3.51 degrees, the maximum
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pitch error of 9.38 degrees (see Fig. 2-10(d)) occurs when the manipulator is moved

along one of the coordinates about 0.2 m, which is accompanied by a significant

change of the servomotor torque in the elbow joint.

Figure 2-9: The trajectory of the wrist joint position during experiment.

Figure 2-10: Dependencies of target coordinates (a) and motor torques (b) of the
manipulator, roll (c) and pitch (d) angles from the experiment time for the flight
test with the GUI teleoperation.
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2.7 Concluding Remarks

The developed manipulator has competitive characteristics with existed aerial

manipulators (Table 2.4). The manipulator has an increased payload and the great-

est length among those considered. The length of the robotic arm allows interacting

with objects directly in front of the robot. However, stretching the arm increases

the dynamic load on the UAV’s propulsion system, so it is worth interacting with

objects no more than 0.2 kg in extended manipulator position. Our lightweight

manipulator was designed applying truss structure at designing of the manipulator

links. The stiffness of the links was calculated under the static effect of the max-

imum load using the finite element method. When the robot crashes during some

flight tests, the robot fell on the robotic arm, but the manipulator practically did

not get damage due to the preliminary calculation of the dynamic loads and the

modular design. It is worth noting that the developed manipulator does not have

a rotational DoF in the shoulder joint to perform rotation around the Z-axis of the

quadrotor. If necessary, rotation around this axis is carried out by controlling the

yaw orientation of the UAV, also the robot can move sideways using the translation

DoF of the UAV. The wrist joint of the robotic arm has 2-DoF for better interaction

with objects located randomly in the space.

Reference UAV type Number
of joints

Manipulator
length (mm)

Weight/
Payload (kg)

Developed quadrotor 4 740 0.918/0.4

Chen et al. [2019] X8 coaxial
octocopter 4 419 0.545/0.2

Suarez et al. [2018] hexarotor 4 500 0.65/0.2
Bellicoso et al. [2015] quadrotor 5 300 0.25/0.2

Table 2.4: Comparative table of existing aerial manipulators.

We have developed a GUI for manipulator adjustment and control. This appli-

cation is universal for manipulators of this configuration, which differ in the length

of the links and the mass of the components. We controlled the manipulator move-

ment using the application during the robot’s flight. The flight tests of the developed

robot showed a stable UAV behavior while manipulation by the grasped object. The

average deviations in pitch and roll were 3.51 and 0.99 degrees, respectively.
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In the framework of the AeroVR project, the manipulator movements were

smooth at a low speed in the range from 0.08 to 0.2 m/s (Subsection 3.9.1). The

motors of the propulsion system rotated at a speed of 9153 rpm. We performed the

frequency analysis of manipulator components to prove the absence of resonant os-

cillations, which could destabilize the system during manipulation. It is also worth

noting that the stability of the robot’s functioning has been confirmed empirically.

The robot did not crash even if the robotic arm was quickly moved from the lower

position to the extended position during the laboratory testing. We experimentally

tuned the PID coefficients of the Pixhawk autopilot to compensate for disturbances

caused by the displacement of the robot CoM during the aerial manipulation. The

proportional gain value of the speed controller has been slightly lowered and the

integral gain value has been increased.

For a qualitative consideration of stability, it is necessary to use nonlinear control

methods. For this goal, it is necessary to create a detailed mathematical model (e.g.,

in Simulink), taking into account all physical properties of all robot components. It

can be one of the subjects for future work. For example, the doctoral dissertation of

Roberto Rossi [Rossi, 2017] is dedicated directly to the control of an UAV equipped

with a robotic arm (that is the name of the thesis). The stability of the system is

demonstrated by utilizing the Lyapunov analysis. The controller of this robot was

designed based on inverse dynamic controller with pre-impact control strategy.
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VR-based Teleoperation System for

Aerial Manipulation

3.1 State of the Art

For the implementation of industrial maintenance, assistance in rescue opera-

tions in an unstructured environment, we can formulate two most important tasks

for performing aerial manipulation. Firstly, the robot should carry out various spe-

cific tasks with high accuracy that may not always be performed in autonomous

mode. This function can be achieved with teleoperation. Secondly, the robot and

the operator are often located in remote places, which is especially important for

hazardous conditions.

One of the solution for inspecting industrial facilities via teleoperation is pro-

posed by team of the European project AEROARMS. Suárez et al. [2018] designed

a hexarotor platform equipped with a 2-DoF compliant joint arm which is controlled

by a wearable exoskeleton interface via visual feedback. The proposed method pro-

vides variability of the manipulation tasks, but the exoskeleton is a bulky mech-

anism, that can constrain the movement of the operator. In [Coelho et al., 2019]

researchers tested Novint Falcon haptic device for teleoperation of a SAM [Sarkisov

et al., 2019] in simulation using Time Domain Passivity Approach based drift com-

pensation methods. The results of the numerical simulation showed round-trip time

delays up to 700 ms. As was mentioned in Section 1.1, applying VR provides a com-
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fortable perception of the situation around the robot, what can be improved with

tactile feedback. Naceri et al. [2019] proposed VR-based teleoperation interface with

additional visual feedback from the camera mounted on the robot, that provides the

immersive control and freedom of viewpoint selection. In this research, the develop-

ers noted the communication latencies between system components, and it is also

not suitable to use with haptic feedback. We can summarize, that at performing

tasks of the aerial manipulation, the operator is faced with the following challenges:

operator is visually overloaded to find the target object in a real environment and

to control the robot at the same time, also, there is no comfortable wearable and

intuitive interface to perform the various aerial manipulation tasks.

In paper [Isop et al., 2019] authors developed a teleoperation system for explo-

ration and indoor navigation in structured spaces by micro UAV. A key technology

of this system is the automated processing of information during the indoor explo-

ration missions and designation of critical objects of interest. This functional of

the teleoperation system was substantiated by the need to reduce the time required

by the operator for a qualitative assessment of the situation surrounding the UAV.

Besides increasing the efficiency of the mission, the authors set a goal to reduce the

information load on the operator. For this goal, they developed a multi-view GUI,

which consists of a traditional egocentric scene view, an exocentric scene view, and

a complementary topological graph view of the scene. The exocentric scene view

was represented as grid-map representations. In addition, the comparison of the de-

veloped system with the usual system with traditional joystick control was carried

out via user study. To control UAV participants used the usual computer mouse.

The system [Isop et al., 2019] undoubtedly has advantages over the conventional

indoor exploration using radio equipment and an on-board camera, since the devel-

oped system provides the operator with extended information by a map and marking

critical objects on it. However, it should be noted that using a mouse significantly

limits the robot’s flight control capabilities. In the mentioned article, the operator

can only give 3 commands for the robot; these are “explore”, “inspect”, and “navi-

gate”. The authors put forward a hypothesis about increasing the efficiency of the

exploration due to the usage of a simple topological graph, which contains only basic
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information about objects and passageways between rooms. But at the same time,

the designed GUI has three screens of the same size, one of which is a detailed map

of the room, updated in real-time. Thus, the operator remains free to choose the

concentration on one of the three views, while the authors could choose one of them

as the most important or highlight a part of the user study to determine the most

informative view. Perhaps it was more rational to use a simplified contour map

combined with a graph. Based on research findings of the study of the human-robot

interaction [Yanco et al., 2004] the GUI for the remote control of the mobile robots

must meet the following requirements: availability of a map, critical information

from robot sensors (a charge, speed, and others), minimizing the usage of multi-

ple windows, spatial information about the surrounding environment, the ability to

switch control methods when performing various operations.

Particular attention should be paid to developments dedicated to the control of

complex robots, consisting of a mobile platform (e.g., wheeled or tracked chassis,

UAVs) and a robotic device for performing specialized tasks (e.g., manipulator).

Most often, bilateral teleoperation is used to control such robots [Andaluz et al.,

2016, Santiago et al., 2019]. Andaluz et al. [2016] used Falcon haptic device, Leap

Motion, VR and augmented reality to control the wheeled platform equipped by the

manipulator. The haptic device provides robot position control and force feedback

to feel the approach to obstacles. The camera located on the manipulator end-

effector transmits video and audio stream to thу HMD. Leap Motion was used to

interact with a menu of virtual or augmented reality applications, and also to switch

between these applications. In this paper designed comfortable GUI in Unity3D,

which provides the operator with the necessary information to successfully control

the robot. However, the proposed control method does not imply simultaneous

control of the movement of the mobile platform and control of the manipulator.

The usage of one haptic device is intended to operate in two modes: locomotion and

manipulation.

The authors of the article [Pepe et al., 2016] proposed control using a single

haptic device to control an omnidirectional mobile platform with a robotic arm. In

this paper Phantom Omni device is used as a master device, the volume of which
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workspace is approximately a portion of a sphere with a variable radius. The authors

divided the working sphere into three areas with different concentric radii. These

three workspaces were defined as grasping (central), transition, and navigation (ex-

ternal) areas. The position-position and position-velocity controllers were used for

the teleoperation of the manipulator and mobile platform, respectively. This ap-

proach for controlling multifunctional robots by one master device is attractive, but

the authors did not conduct a user study to assess the usability of the proposed

method. Perhaps, not every operator will be able to use this type of control effec-

tively. In addition, the authors did not take into account the possibility of stopping

the teleoperation process in the event of unforeseen situations.

Valner et al. [2018] tested the remote teleoperation system, which consists of

Leap Motion for gestural commands, microphone speech input, and mixed-reality

scene. A rotational knob maps operator input to the task’s scale. This device pro-

vides comfortable control of both the movement of the mobile platform for several

meters and the manipulator control with an accuracy of 1 mm. The mixed-reality

scene combines the model-based representation of the robot’s current state with a

lidar-based map. Also, the scene contains visual cues representing the motion con-

straints of the robot. The authors emphasized that the usage of HMD can improve

the way the operator perceives the robot and task space and allow more intuitive

to control point-of-view. The position control is based on the implementation of

predetermined command, such as "navigation" and "manipulation". The hand ges-

tures are interpreted as a virtual pointer for commanding the position of interest,

but the Leap Motion has a small workspace, as was mentioned in Section 1.1. The

aforementioned functions do not provide the operator the ability to switch to full

control by the manipulator that excludes the possibility of performing more complex

operations. Nevertheless, the simultaneous use of visual, verbal, and tactile control

can significantly expand the functionality of remote control of robots.

The operator interface is a combination of input/output devices and the inte-

grating software often evaluated quantitatively using task-specific metrics: comple-

tion time, latency, training time, success rates; and qualitative evaluations of the

provided situational awareness, required cognitive load and user experience [Valner
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et al., 2018]. The paper [Murphy and Schreckenghost, 2013] contains the metrics

for the process of human-robot interaction based on analysis of the 29 papers. The

authors categorised 42 metrics measuring human (H), robot (R), and systems (S).

Among them, we can highlight training time (H), situation awareness (H), perfor-

mance of the predetermined algorithms (R), time ratio of autonomous and manual

modes (R), productivity (S), efficiency (S), reliability (S), safety (S), and coactiv-

ity (S) which are most important factors at the design of the teleoperation system

for aerial manipulation. The number of successful attempts can be used to assess

system productivity. The efficiency can be measured by the time of preparation for

the task and the time of execution itself. Reliability can be defined by false alarms,

system flexibility to changing working conditions, and time in unscheduled manual

operations. The safety metric is the risk to destroy the robot or damage expen-

sive equipment (e.g., at the industrial maintenance). Coactivity subdivision has the

following metrics: cognitive interaction (information exchange, information assess-

ment, decision and action selection, inherent lag, command specification), percent-

age of requests for assistance made by a robot, percentage of requests for assistance

made by the operator, and task allocation [Murphy and Schreckenghost, 2013].

Our developed teleoperation system (Fig. 3-1) is aimed at accurate object ma-

nipulation by the UAV equipped with a 4-DoF robotic arm in a remote environment

without direct visual contact between a human operator and flying robot. This goal

is achieved by the development of the teleoperation system based on the VR environ-

ment. For this, the robotic arm attached to the quadrotor is capable of reproducing

human hand movements. For the implementation of this function we used a commer-

cial VR controller, a combination of the developed smart glove with commercial VR

trackers, and two wearable interfaces designed by us. At the same time, the robot

flight is managed by HTC VIVE controller with visual feedback from the camera

mounted on the manipulator. For a better perception of the current state of the

robot and the environment surrounding it, a digital twin of the robot and live video

from the camera located on the end effector are projected into HMD. In addition to

visual feedback, the operator receives information about the distance between the

inner part of the gripper and an object opposite the manipulator. Also, the system
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provides an operator with the tactile feedback, informing whether the target object

is grasped. Proposed teleoperation system allows an operator to manipulate remote

objects successfully after short preliminary training.

Figure 3-1: The flight test of the aerial manipulation. a) Robot during teleoperation.
b) VR visualization in Unity. c) Operator with HMD and wearable interface.

3.2 System Overview

For the teleoperation of the the flying robot with 4-DoF manipulator (Fig. 3-1

(a)) we develop a VR system that consists of VR application (Fig. 3-1 (b)), HMD

and wearable interface (in Fig. 3-1 (c) the smart glove with HTC VIVE trackers

are used as wearable interface). We used the position-position and position-velocity

control scheme to control the manipulator and UAV, respectively. Position-position

control is widely used to perform teleoperation tasks requiring object manipulation

in remote environments. The manipulator control scheme is based on an inverse (VR

controller) and direct (wearable interface) kinematics mapping between master and

slave devices. The movement of the right hand holding the HTC VIVE controller is
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converted to drone position and orientation commands (flight control device is not

shown Fig. 3-1 (c)). The manipulator control device transfers the position (in the

case of VR controller operation) and the orientation of the operator’s hand (in the

case of IMU-based wearable device operation) to the VR application designed with

the Unity engine, which sends target angles to the robot manipulator. The position-

velocity scheme is suitable in case of the robot control in an infinite workspace, but

this type of control is less intuitive when small displacements are required. The

glove controls the closing of the grip and provides feedback to the operator via

vibration motors when the gripper bars interact with an object. For verification of

the whole developed system, we tested the VR teleoperation of aerial manipulation

using Mocap, which provides localization data of the robot and object. The VR

setup includes HTC Vive Pro base stations, HMD, joystick.

The issue of choosing the convenient viewing angle for teleoperation is one of

the most important. For the real experiment (Section 3.8) in laboratory conditions

(room with an area of 5 by 5 square meters), we used a Mocap, which provides the

precise positions of the robot and object. In this case, the operator could change

his position in the room and inspect the robot from a comfortable viewing angle.

For this purpose, the operator should use the UAV controller to switch to the mode

of the holding position in order to disable control of the robot’s body movement

temporarily. Similarly, the operator could freely choose a viewpoint during the

first user study (Subsection 3.9.1). In the second user study (Subsection 3.9.2), we

experimentally selected a convenient view for controlling the robot in a simulated

environment. It is a third-person view, slightly behind the robot and slightly higher.

This field of view is realized by binding the HMD coordinate system to the robot’s

center with some offset.

The third-person view allows the operator to see the whole robot when controlling

its robotic limbs. The operator must be fully aware of the robot’s size that the robot

does not collide the robot into potential obstacles. If necessary, this function can be

accomplished without the third-person view using additional algorithms and tactile

feedback, giving an auxiliary signal (for example, vibration or a light signal in the

VR interface) that the desired position is unattainable. However, a convenient field
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of view provides more useful information about the surrounding environment. Using

only a first-person view for aerial manipulation is generally insufficient for successful

robot control. When the camera is only installed on the robot body, the operator can

not grab the target object. If the camera is installed on the gripper, the operator can

be disoriented at the manipulator moving and especially at the turning the gripper

along the roll direction. Thus we used a camera on the gripper as an additional

source of information useful for grasping operation.

3.3 Manipulator Control with the VR controller

The manipulator control is carried out through the inverse kinematic using the

position of VR controller as the input parameters. We engaged all the functionality

of the controller buttons to operate the necessary components of the system (Fig.

3-2). Before the start of the teleoperation process it is required to perform an initial

calibration since each operator has a unique height and the arm’s length. For this

purpose the operator should touch the shoulder by the hand holding joystick and

press the Menu button on the controller. The calibration provides the origin point

Figure 3-2: Input buttons of the VR controller using for the manipulator control.

59



Chapter 3. VR-based Teleoperation System 3.4. Wearable Teleoperation Interfaces

relative to which the operator’s hand movements with a joystick is transformed

into the manipulator movement. The trackpad is used for changing the gripper

rotation along roll and pitch axes. Besides, we added the opportunity to set the

gripper rotation to zero position by pressing the center of the trackpad. The trigger

on the controller is used for opening and closing the gripper of the manipulator.

The communication between VR system and robot with manipulator initialized by

pressing the Grip button on the controller.

3.4 Wearable Teleoperation Interfaces

To control aerial manipulator we developed three type of the wearable haptic

interface, these are a smart glove with HTC VIVE trackers, an interface with IMU

and flex bemding sensors, an IMU-based interface (see Fig. 3-3).

3.4.1 Smart Glove

The design of the tracking glove was inspired by the glove of Chan et al. [2018].

They tested the glove equipped with Inertial Measurement Unit (IMU) and flex

sensors. Our glove for grip control consists of the fabric glove, 5 embedded flex

sensors, IMU sensor, coin vibration motors, battery, and control electronics (Fig.

3-3 (a)). Five spectra symbol flex sensors 4.5 allow measure average flexion angles

of fingers that directly controls the opening/closing of the gripper. IMU sensor

AltIMU 10 v4 determines the rotation of the hand in space (angles of the wrist

joint). We sewed 5 vibration motors into the glove at the fingertip areas that allows

transferring the feedback about the interaction of the manipulator with the grasped

object. The usage of the vibration motors on the fingertips to get feedback from the

micro UAVs was proposed in the paper [Labazanova et al., 2018]. Control of sensors

and vibration motors is performed via Arduino Nano. The data exchange between

the microcontroller and computer is carried out by Bluetooth module HC-05. The

assembled electrical circuit is powered by a 7.5V Li-Po battery via DC-DC converter

MP1584EN.

The developed glove has been supplemented with HTC VIVE trackers, which
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were attached to the arm for tracking the user’s hand motion. The first tracker

is mounted on the shoulder to control the rotation of the shoulder joint of the

manipulator. The second tracker is fastened around the elbow joint and aimed to

control the elbow joint rotation of the manipulator. Experimentally we defined the

optimal position of trackers, which provides the largest work area of the elbow and

shoulder joint angles of the operator’s arm.

Figure 3-3: The scheme of the smart glove (a), pictures of an interface with IMU
and flex bending sensors (b), components of the IMU-based haptic interface (c) and
the location of the interface on the arm (d).
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3.4.2 IMU-based Wearable Interface

IMU-based wearable interface includes 3 IMU sensors GY-91 controlled by Ar-

duino Nano with usage multiplexer TCA95448A. The data exchange between these

components is carried out using I2C protocol with usage library for IMU sensors1.

Raw data from the sensors are very noisy, therefore we applied a Madgwick filter2

[Madgwick, 2010]. In the Fig. 3-4 are shown dependencies of the unfiltered (a) and

filtered (b) values of the joint angles from time.

Figure 3-4: Unfiltered (a) and filtered (b) data from the IMU sensors.

The smart glove is also part of the wearable interface. The difference from the

first version is in the usage of two flexible sensors (instead of five in the first design)

since there is enough data from them to control the opening/closing of the gripper.

Also, the second version of the glove was also made compact, despite the expansion of

functionality by the connection of three IMU-sensors. IMU-based haptic interface

is shown in Fig. 3-3 (c, d), the electrical circuit of this interface is presented in

Appendix A.

3.4.3 Interface with IMU and Flex Bending Sensors

The third solution for the teleoperation consists of 10-DoF Troyka IMU sensor

located on the shoulder, two flex bending sensors to obtain data about elbow and

wrist position, and flex bending sensor to control gripper. The data obtained from
1MPU6050_tockn, available: https://github.com/tockn/MPU6050_tockn (Retrieved June

16, 2020)
2TroykaIMU, available: https://github.com/amperka/Troyka-IMU (Retrieved June 16,

2020)
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this haptic set are shown in Fig. 3-5. This wearable interface also allows collecting

data of changes in joint angles without significant noise. However, the usage of single

flex sensors in the elbow and wrist joint restricts the range of measured angles from

0 to 180 degrees. This problem was solved using dual sensors in joints, but in this

case, there remains the necessity of their accurate positioning on the elbow, as well

as a limited service life due to regular bending at an acute angle. At the stage of

testing the prototype of this wearable interface, we determined that the individual

structure of each person’s hand significantly affects on the reading of the angle value

from the sensor located on the operator’s elbow. In this regard, we had to abandon

the tests of this device to control a real manipulator in the framework of the user

study.

Figure 3-5: Data from the interface with IMU and flex bending sensors.

3.5 Control of the UAV using a VR Controller

The position and orientation of the VR controller are estimated with HTC Vive

base stations (which can be replaces with any positioning system). To control UAV

we modify the algorithm proposed in [Tsykunov et al., 2019]. Four parameters of

the state of this controller (𝑥𝑐, 𝑦𝑐, 𝑧𝑐, 𝑦𝑎𝑤) are used to calculate four control inputs
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(𝑉𝑥, 𝑉𝑦, 𝑉𝑧, 𝛼) in order to control 4 DoF of the UAV, according to:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑉𝑥

𝑉𝑦

𝑉𝑧

𝛼

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 𝐾𝑣

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

−(𝑥𝑐 − 𝑥0)

𝑦𝑐 − 𝑦0

𝑧𝑐 − 𝑧0

𝑦𝑎𝑤 − 𝑦𝑎𝑤0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
|𝑥𝑐 − 𝑥0| > 𝑑𝑚𝑖𝑛

|𝑦𝑐 − 𝑦0| > 𝑑𝑚𝑖𝑛

|𝑧𝑐 − 𝑧0| > 𝑧𝑚𝑖𝑛

|𝑦𝑎𝑤 − 𝑦𝑎𝑤0| > 𝑦𝑎𝑤𝑚𝑖𝑛,

(3.1)

where 𝑉𝑥, 𝑉𝑦, 𝑉𝑧 are the global velocities for the UAV; 𝛼 is the target yaw angle of the

UAV; 𝐾𝑣 is the vector of scaling coefficients which determines the control sensitivity;

𝑥0, 𝑦0, 𝑧0, 𝑦𝑎𝑤0 are the inital position of the VR controller; 𝑑𝑚𝑖𝑛, 𝑧𝑚𝑖𝑛, 𝑦𝑎𝑤𝑚𝑖𝑛 are

threshold values that filter noise (tiny movements around target position).

System of equations 3.1 describes, how displacement of the VR controller is

mapped to desired UAV movements. Controlled UAV reacts to the controller po-

sition and orientation change in the following way. If the VR controller is moved

to the side (forward, backward, left, or right), the controllable drone is commanded

to change its velocity [𝑉𝑥, 𝑉𝑦]
𝑇 in horizontal plane, proportionally to controller’s

displacement in accordance with the 3.1. It is also important to introduce lower

boundaries (𝑑𝑚𝑖𝑛, 𝑧𝑚𝑖𝑛, 𝑦𝑎𝑤𝑚𝑖𝑛 in the 3.1) on the VR controller movements, since

its orientation is not always static. Coefficient 𝐾𝑣 controls how much controller’s

position change affects on UAV velocities. The guided UAV’s position set-points are

derived from the commanded velocity as follows:⎡⎢⎢⎢⎣
𝑥𝑡

𝑦𝑡

𝑧𝑡

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
𝑥𝑡−1

𝑦𝑡−1

𝑧𝑡−1

⎤⎥⎥⎥⎦ + 𝑑𝑡

⎡⎢⎢⎢⎣
𝑉𝑥

𝑉𝑦

𝑉𝑧

⎤⎥⎥⎥⎦ , (3.2)

where (𝑥𝑡, 𝑦𝑡, 𝑧𝑡) and (𝑥𝑡−1, 𝑦𝑡−1, 𝑧𝑡−1) are the UAV positions in current and previous
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time, respectively.

3.6 UAV Localization

The external position estimation system is used to localize the UAV during the

flight. In order to get the high-quality tracking of the quadrotor and a target object

during the experiments, we use VICON Motion Capture System (Mocap) with 12

cameras (Vantage V5) covering 5 m x 5 m x 5 m space. ROS Kinetic framework is

used to run the development software and Mavros ROS stack for drone control and

ground station communication. Connection between client computer and drone’s

onboard computer is established using the Vicon-bridge ROS package.

The position and attitude update rate for the quadrotor and the target object

is 100 Hz. The estimated poses of the tracked robot and object are sent to the

computer running Unity 3D software for VR simulation. While the main goal of the

experiment is to manipulate an object in virtual and real environments at the same

time, the quadrotor is commanded to give in place holding its position close to the

object (in this position, the object is located within the robotic arm’s manipulation

area). During the aerial manipulation, the robot position is corrected by a UAV

operator in order to prevent high oscillations around the desired location of the

robot.

3.7 System Communication

The principle system communication flowchart is shown in Fig. 3-6. This sys-

tem consists of a client computer with Unity, the manipulator control device, HTC

VIVE controller, Mocap positioning system, the flying robot represented by an on-

board single-board computer, a Pixhawk flight controller, and a manipulator. The

Client computer with Unity receives control inputs and drone local position from

the control devices of the operator through a Bluetooth connection and Mocap po-

sitioning system through an Ethernet cable, respectively. The connection between
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Mocap and VR application is performed using the Vicon plugin for Unity3. Client

and drone’s onboard computers are working in the same Wi-Fi local network and

are connected via ROS multimaster network. Onboard computer is connected to

the Pixhawk flight controller through Telem2 port (using USB-UART connector).

Through a Wi-Fi connection onboard computer on the robot receives two sources

of data: position and yaw orientation from the HTC VIVE controller and drone’s

local position from Mocap. A dedicated ROS node parses them and sends to the

flight controller using the Mavlink communication protocol. Control inputs are sent

to the robot through the sockets interface via TCP protocol. The same principle is

used in the transmission video from the camera, installed on the gripper, to Unity.

Figure 3-6: The principle scheme of communication of the VR-based teleoperation.

3Unity Plugin 1.2 Documentation, available: https://docs.vicon.com/display/UnityPlugin12/Install+and
+set+up+the+software (Retrieved March 20, 2020)
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3.8 Experiment of Manipulation Control in Flight

Initially, we conducted an experiment on manipulator control during a flight to

evaluate the performance of a remote control system using VR on a real robot. For

this purpose, the robot took off and was in the mode of the position holding. At this

time, the operator controlled the movement of the robotic arm using the smart glove

with HTС VIVE trackers. Video clip containing a demonstration of the experiment

can be found at the following link: https://youtu.be/_RK1fm7CaTY.

3.8.1 Description of VR Setup

The VR setup includes HTC Vive Pro base stations, HMD, and trackers attached

to the arm for tracking the user’s hand motion in VR. During the flight tests smart

glove with HTC VIVE trackers was used to control manipulator motion. The first

tracker is mounted on the shoulder to control the rotation of the shoulder joint of

the manipulator. The second tracker is fastened around the elbow joint and aimed

to control the elbow joint rotation of the manipulator. Experimentally we defined

the optimal position of trackers, which provides the largest work area of the elbow

and shoulder joint angles of the operator’s arm.

For the flight tests we used simplified communication system, which did not

include the control of the UAV by the operator. Fig. 3-7 contains the scheme of

communication among Mocap, ROS, Unity, the flying robot with manipulator, and

the operator. Unity application is the core part of this system, which receives the

data from the operator and the robot through a Bluetooth connection and from

ROS through a cable. Also, Unity sends the necessary commands to the devices in

accordance with predefined scripts. To provide the user with visual feedback, the

operator wears HMD to experience VR environment, which includes a simplified

model of the room along with a flying robot (see Fig. 3-8). Mocap cameras transfer

position and rotation data of each tracked object to the Unity 3D engine. The

connection between Mocap and VR application is performed using the Vicon plugin

for Unity4. In addition, data from the manipulator are transmitted to the GUI.

4Unity Plugin 1.2 Documentation, available: https://docs.vicon.com/display/
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Figure 3-7: The scheme of communication for the flight experiment.

Figure 3-8: Digital twin of the room for the experiments on aerial manipulation.

The work space for testing the teleoperation system consists of two rooms (Fig.

3-9). The first room, where the aerial manipulation is carried out, is equipped

with Mocap cameras. In addition, the UAV operator with a radio remote control

is present in this room to eliminate unforeseen high oscillations around the target

position. In the second room, we installed HTC VIVE equipment and base station

UnityPlugin12/Install+and+set+up+the+software (Retrieved March 20, 2020)
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(computer with Unity application). The operator can freely move his or her hand

on which the trackers and glove are worn. Data transfer about the relative position

of the robot and the object in VR from Mocap allows the operator to accurately

navigate the robotic arm in the current situation, which corresponds to the real

context in the room where the flight experiment is carried out.

Figure 3-9: Scheme of the rooms for VR-based teleoperation experiment.

3.8.2 VR-based Teleoperation Tests

For the VR teleoperation experiment we chose a plastic cylinder weighing 105

grams as the object to be grasped. During stationary testing of the teleoperation

system, we defined that the position of the trackers on the shoulder and forearm

influences the possibility of trackers’ circular offset on the hand, which can decrease

the work area of 𝜃 and 𝛽. After that, we calibrated delays of control codes for the

manipulator, glove, and Unity. Long delay or non-synchronous repetition of the

movement of the operator’s hand by the manipulator can cause unsuccessful aerial

manipulation with the object.

Fig. 3-10 shows the change of the wrist joint position, the torques of the servo-

motors of the manipulator, roll, and pitch angles of the UAV in time. The recorded
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time interval is shown between the moment when the robot hangs over the target

position and the time when it is stabilized after releasing the object. Furthermore,

the time-stamps of the key operations (contact with an object, object grasping, rais-

ing and releasing) are marked on this figure. The target trajectory was filtered and

collected with a big time interval between data records; therefore it doesn’t contain

oscillations.

Figure 3-10: Coordinates (a) and motor torques (b) of the manipulator, roll (c) and
pitch (d) angles vs. time for the flight test using teleoperation.

The largest pitch deviation is 7.15 degrees (at 11.2 sec, Fig. 3-10(d)) that cor-

responds to the reliable contact of the manipulator with the object. Grasping the

object and picking it after 2 seconds caused a fluctuation of the UAV attitude that

affected on the roll angle (maximum standard roll deviation is of 2.61 degrees). Af-

ter the object grasping, the drone was confined in movement in the direction along

𝑌 -axis. That is why its roll angle during this period (8 - 20 sec) deviated from the

desired value, i.e. its set-point. The movement of the object in new position also

increased the torque value in the elbow joint. The object release caused a sharp de-

crease of the robot mass (in comparison to the robot with the object) and the robot

CoM moved quickly. The drone controller handled this situation, and the robot

stabilized itself after 4 seconds. During aerial manipulation, standard deviations in
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pitch and roll directions were 2.03 and 0.83 degrees, respectively.

3.9 User Study

The purpose of the user studies was to evaluate the effectiveness of the developed

VR-based control system. In the first experiment, we investigated the manipulation

process via the VR environment towards convenience and simplicity of robot control

using two proposed devices for user operation, namely the HTC VIVE controller and

the wearable interface. During the second experiment, we tested the whole control

system for aerial manipulation in the simulated VR scenario. Photos of operators

and snapshots of the VR scenes for both User Studies are shown in the Fig. 3-11).

3.9.1 Manipulation Experiment in the Stationary Case

Description

In the framework of the experiment, the participants performed control of the

aerial manipulator placed stationary at a height of one and a half meters from the

floor. The main idea of the first user study is to test the process of controlling a

digital twin of a real manipulator in VR environment by reading position signals

from a device in the operator’s hand. The manipulator was controlled directly by

the movement of the operator’s left hand. One meter high boxes are positioned in

front of the robot at a distance of 45 cm. Fig. 3-12 shows a VR environment with

a digital twin of the real setup represented the actual positions of the robot and

boxes. For additional feedback, we used a video stream from a camera mounted on

the manipulator grip and the information about the distance between the gripper

and the objects obtained from the ultrasonic sensor. This information was displayed

on the monitor in the VR scene. Besides, the VR environment contains a schematic

representation of the robot and displays the angle values received from the operator’s

control interface. A red semi-transparent sphere appears when the participant is

ready to start the experiment. The participant must touch this sphere with the

virtual gripper to connect the data exchange between the operator’s control device
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Figure 3-11: (a) The stationary test of the VR-based teleoperation using IMU-based
interface. The snapshot of the VR environment is shown in the upper left corner. (b)
The test of the robot control using HTC VIVE controllers in a virtual environment
simulating a mine.
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Figure 3-12: VR environment for the user study before establishing a connection
with a real manipulator.

and the real robot.

For a qualitative comparison of the functioning of the developed wearable inter-

face with the HTC VIVE controller, the user study was carried out in two stages,

respectively. Each stage contained an equal number of manipulation tasks. The

total number of tasks per stage was 11. Participants had to complete five types

of tasks: moving an object (spray, cube, turquoise cylinder, ball, and tape) from

the top box to the bottom box (up-down), moving an object (spray, cube, tape)

from the bottom box to the top box (down-up), placing the ball from the top box

in tape on the bottom box (ball-in-tape), taking a cube located at an angle to the

robot (rotated cube), grasping the orange cylinder from the top box and placing it

in the cup located horizontally on the bottom box (peg-in-hole task). Photos and

characteristics of the objects are shown in Fig. 3-13.

Before the experiment, each participant was familiarized with a short instruction

on how to use the teleoperation system. While operating the controller, each partic-

ipant performed an initial device calibration for themselves. This procedure was not
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Figure 3-13: Objects for manipulation used in the User Study.

required for the wearable interface, since the IMUs are initially located on certain

places on the operator’s hand. Thereafter, the participants had time to practice

using each device. The main objectives of this training were to get acquainted with

the principles of manipulator control, study the VR application, as well as check the

manipulator’s working area so that the participant perceived the technical capabili-

ties of the robot. The training session for each device took from 4 to 8 minutes. The

session time for all tasks took from 37 to 64 minutes per participant. After complet-

ing the tasks using both devices, we asked participants to respond to a 12-question

survey using bipolar Likert-type seven-point scales. The questionnaire was drawn

up based on the questions described in the article Witmer and Singer [1998] and in

the article Pérez et al. [2019]. The survey results are presented in Fig. 3-14.
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Figure 3-14: Evaluation of the participant’s experience for both control methods in
the form of a 7-point Likert scale (1 = completely disagree, 7 = completely agree).
Means and SD are presented.

Participants

The experiment involved 17 subjects (sixteen males and one female, aged from 22

to 31 years old). Six participants used VR only a few times, three participants have

never had experience using VR technologies, four people had experience with VR

from time to time, and four people answered that they used VR devices regularly.

75



Chapter 3. VR-based Teleoperation System 3.9. User Study

Results

The subjects assessed the quality of the VR application in terms of convenience

and comfortable involvement in the robot control process (Q1.2, Q1.5, Q1.10). On

the question Q1.1 the participants answered that interaction with the VR environ-

ment was quite natural when using a controller (4.73/7) and comfortable when using

a wearable interface (5.4/7). According to results of Analysis of Variance (ANOVA)

the type of control interface affects the naturalness of the interaction in the VR

environment (𝐹 (1, 28) = 5.04, 𝑝 = 0.03 < 0.05). Thus, by using the wearable in-

terface, the participants used all the advantages of the developed VR application

more effectively. Based on additional comments to the questionnaire, we can note

a correlation with question Q1.6, as some participants noted that they paid more

attention to the live video from the camera mounted on the gripper, as well as the

need to install an additional camera on the UAV itself, to track the gripper position

from a different view. The data from the ultrasonic sensor was used from time to

time during missions, mainly to estimate the size of objects and the distance to

obstacles. The usage of the ultrasonic sensor was most useful during training, where

participants checked the distance between the robot and objects.

Based on the results of the survey, we can conclude that both devices had com-

parable characteristics for the participants. However, the developed IMU-based

interface is a more convenient device, which provides a natural way to control the

manipulator (Q1.7, Q1.12). This method of control allows the operator to control

the manipulator as people control their hands. The robotic arm naturally repeats

a human hand movements. This provides an increased focus on performing tasks

without the necessity to switch attention on the control of the manipulator function-

ality using buttons, which is necessary at the usage of a controller. In comments to

the questionnaire, five subjects noted a significant inconvenience of gripper control

by the controller compared to the wearable interface.

At the same time, the participants noted that the control with the controller is

easier (Q1.8), and with this type of control, they are less tired (Q1.9). The stan-

dard deviation (SD) in the answers to question Q1.9 is the largest in the survey,

which can be explained by the experience of using virtual reality. Participants with

76



Chapter 3. VR-based Teleoperation System 3.9. User Study

no experience or superficially familiar with this technology reported more fatigue

than experienced users. Beginners required more effort to concentrate on using the

handled controller, and some of them used video from the camera more than the

VR scene, which made the task more difficult. This was reflected in the perceptible

standard deviation in questions of engagement in VR (Q1.10, SDs are 1.20 and 1.06

for the controller and wearable interface, respectively) and the use of information

from the camera (Q1.6, SDs are 1.30 and 1.26 for the controller and wearable in-

terface, respectively). Also, the VR experience of the participants was reflected in

the large SDs of answers to the question about the complexity of the user study

tasks (Q1.4). In this case, experienced subjects noted the ease of completing the

tasks, although not all of them were able to complete the Peg-in-hole task. We can

note the duality of responses about the usability of devices (Q1.7 and Q1.8). This

is explained by the fact that when controlling by the IMU-based interface, some

of the participants intuitively better associated their hand with the manipulator,

while some of the participants concentrated their attention on the position of the

manipulator joint angles. In turn, the reason for this could be a more tangible delay

(Q1.11) in the response of the robot to the control system when using the wearable

interface, which is explained by a more reliable data transfer protocol for the factory

HTC VIVE controller.

The tasks provided for the user study were fully consistent with effective tele-

operation training (Q1.3) and were sufficiently difficult for the participants to cope

with proposed objectives and, at the same time, be able to study the possibilities of

remote teleoperation of the robot (Q1.4). From the observation of the experiment

executions, it can be noted that the set of tasks selected for the user study corre-

sponded to the successful development of VR-based teleoperation skills. Fig. 3-15

shows the average number of attempts for all tasks except peg-in-hole; the statis-

tics of the peg-in-hole task execution is shown in Fig. 3-16. Fig. 3-15 shows that

the average number of attempts for all tasks does not exceed two. There is also

a tendency for the first tasks (up-down) to take on average more attempts, while

the subsequent tasks (down-up, ball-in-tape, and rotated cube) mostly took one try.

The ball and tape were the most difficult objects to manipulate. Based on the ex-
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Figure 3-15: The statistics of the mean number of attempts of the task execution.

Figure 3-16: The results of the Peg-in-Hall task execution. The first three columns
represent the number of participants who completed the task on the first, second, and
third attempts, respectively. The fourth bar indicates the number of participants
failed the task.

perimental results, performing tasks with tape caused difficulties when the operator

used the HTC VIVE controller and interacting with the ball was more difficult at

teleoperation using a wearable interface. To explain the causes of the difficulties
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with the manipulation of these objects, it is necessary to refer to the questionnaire

results. The tape has the most complex shape compared to other objects, which

affects the necessity for a more thoughtful performing of the manipulation in the

plane. Accordingly, the participants required the use of all DoF of the gripper, but

this function is performed less conveniently when using the controller (Q1.1), as

noted earlier. Implementation of the tasks with ball required more accurate posi-

tioning, which was slightly more difficult to achieve at the presence of more tangible

delay (Q1.11) when using the wearable interface.

Before executing the peg-in-hole task, the participants had already formed a no-

tion of the usage of several different approaches to manipulating objects, and the

subjects could individually choose a method for successfully completing the final

task. For this goal, it was necessary to place the orange cylinder in a horizontal

cup. The cup was not fixed on the bottom box, which made the assembly more

complicated, as the assembled structure could tip over if the manipulator operator

would not be careful. At the same time, the participants could move the assembled

structure to the top box or take additional actions with the objects using the ma-

nipulator so that the objects were in a more convenient position for assembly. In

Fig. 3-17 we showed the initial position of the orange cylinder and cup, the final

position of the objects how it was suggested to assemblу, and three another type of

assembly of the objects. Among the participants, four people were able to complete

the peg-in-hole task using both devices, four people completed the task using the

Figure 3-17: The peg-in-hole task.The initial setup for the task (a), assemblies of
the objects in the proposed format (b), with the transfer of both objects to the top
box (c, d), after lifting the cup and placing the orange cylinder in it (e).
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HTC VIVE controller, and the same number of people completed the task using the

wearable interface. Five subjects failed to perform the task in three attempts.

In Fig. 3-18 we showed the average values of the execution time and trajectory

length of the manipulator gripper for each teleoperation task. These graphs clearly

show that the execution of tasks using both devices was carried out at similar time

intervals. Also, the average time to complete tasks is similar. It can be noted that

tasks such as lifting an object from bottom to top using the IMU-based interface

Figure 3-18: The average task execution time and length of the trajectory for the
manipulation tasks.
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were performed faster (the average task execution time for down-up tasks are 43.08

and 53.19 for IMU-based interface and VR controller, respectively). More complex

tasks (tape manipulation, rotated cube) were performed a little slower by both de-

vices in regard to simple pick-and-place tasks. Our assumption about the reason for

this statistic is that the boundary positions of the working area of the manipulator

are slightly more difficult to reach using a wearable interface due to the individual

characteristics of the body structure of each operator. Participants tried to stretch

their hand in front of them in different ways (very often with the elbow to the side,

rather than straight ahead). At the same time, from observing the progress of the

User Study, we noticed that using the HTC VIVE controller, the subjects leaned

forward if they could not reach the object, which caused discomfort when control-

ling. The reason for the forward tilt is an inaccurate calibration of the controller

before starting the tasks. In turn, this error occurred again due to the individual

characteristics of the body.

The trajectory length of the gripper position is shorter in case of using the HTC

VIVE controller. With this type of control, the participants tried to immediately

move to a desired position, sometimes forgetting about the restrictions associated

with the robot’s environment. Using the wearable interface, the subjects moved

their hand more smoothly, and, when they were near the target, more frequent

fluctuations in the trajectory were observed, which may be due to the motivation for

more accurate positioning of the gripper near the object before taking or lowering

it to the target position. The trajectories of the operator wrist position (target

trajectory) and the gripper position for each task are shown in Fig. 3-19 - 3-21.

The gripper trajectories are better following to the target trajectories in case of the

control via wearable interface that is clearly seen in Fig. 3-19 (b-d), Fig. 3-20 (d,

e), and Fig. 3-21. This is well consistent with the faster manipulation speed for

this control device. Controller trajectories also have a characteristic margin of the

distance between picking up an object and lowering the object to a new position.

This is due to the fact that the subjects moved the manipulator back so as not to hit

him to the boxes, whereas using the wearable interface, the participants felt the real

position of the robot better and calmly move the manipulator around the obstacles.
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Figure 3-19: The trajectories of the operator wrist position (target trajectory) and
the gripper position for the up-down tasks.
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Figure 3-20: The trajectories of the operator wrist position (target trajectory) and
the gripper position for the down-up, ball-in-tape, and rotated cube tasks.

83



Chapter 3. VR-based Teleoperation System 3.9. User Study

Figure 3-21: The trajectories of the operator wrist position (target trajectory) and
the gripper position for the peg-in-hole tasks.

To better evaluate the performance of both devices we calculated the average

manipulation speed during the execution of all tasks by each participant. The

box-plots for the average speed are shown in Fig. 3-22. ANOVA results showed

significant difference between the manipulation velocities (𝐹 = 6.8, 𝑝 = 0.016 <

0.05). It means that the operators can control the manipulator faster by 0.034 m/s

(by 27%) using the IMU-based interface.

Figure 3-22: The average manipulation speed.
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3.9.2 Experiment of Aerial Manipulation in Virtual Mine

Description

As was mentioned in Section 1.2, one of the main potential fields of application

for robots equipped with manipulator are search and rescue operations on the re-

serves, underground tunnels, mines, in areas after natural disasters. Thus, one of

the potential scenarios for remote operating could be the robot usage in the under-

ground environment (e.g., mine), where there was a partial collapse of the rocks.

The robot explores the tunnel and searches the places where the collapse occurred.

Toxic gases (e.g., methane) can accumulate at these areas. During the operation of

coal collapse detection (in this case, methane appears most frequently), the robot

should deliver and put a gas detector in the center of the gas source. We chose this

scenario for the second user study to test the robot’s flight control together with

manipulation. For this purpose, we used a ready-made model of a virtual mine5,

some parts of which have been modified in accordance with the conceived scenario.

We simulated the collapse of rocks in some areas of the tunnel and added visually

noticeable sources of gas (Fig. 3-23(b)). In order to ensure the similarity of control

of the real manipulator, we also added window with a view from the camera located

on the gripper (Fig. 3-23(a)).

The participants of the experiment had to control the flight of the robot using

the HTC VIVE controller and simultaneously to control the manipulator using both

methods, as in Subsection 3.9.1. The flight control device was in the right hand,

the manipulator control device in the left. As described in Section 3.5, we used the

position of the VR controller to control the speed of the robot movement along the

three axes X, Y, Z. Trackpad was used to control the drone rotation around the yaw

axis. The trigger was used to move the robot to the mode of holding the position,

that make possible comfortable control of the manipulator without thinking about

controlling the flight during this operation. At the beginning of the experiment, the

robot is located in a tunnel near a box with three gas detectors located in different

positions (Fig. 3-23(a)). There was a large cave behind the robot in which the

5Purple Crystal Mine Asset, available: https://assetstore.unity.com/packages/3d/
characters/purple-crystal-mine-113576
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Figure 3-23: The initial position of the robot in virtual mine (a) and the screenshot
of the robot near the gas source (b).

subjects tested the control of the robot. According to the experiment scenario, each

participant must take a gas detector and fly through the mine tunnel in order to

detect the gas sources. Upon found the source, the subject had to place the detector

at the epicenter of the gas. Then, the subject returned to the starting position to

repeat the procedure. We located 2 gas sources in the mine. While using the first

manipulation interface, the subject had to fly through the entire shaft in order

to check for the presence of all gas sources. While completing the task using the

second control method, the participants already knew the route and the number of

sources. Thus, for the purity of the experiment, half of the subjects first tested the

wearable interface, and the rest of the participants started from using the HTC VIVE

controller. The objects of the environment (walls, ceiling, stones, etc.) contained

the primitive colliders (for simulation of physical collisions) to increase attention and

accuracy of the participants during the task. When the aerial manipulator collided

with objects of the environment (e.g., walls, stones), the robot was returned to the
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initial position, and the mission was restarted. The session time took from 10 to 25

minutes per participant (the average time was 15 minutes). After completing the

tasks using both devices, we asked participants to respond to a 6-question survey

using bipolar Likert-type seven-point scales (Fig. 3-24).

Figure 3-24: Evaluation of the participant’s experience for both control methods in
the form of a 7-point Likert scale (1 = completely disagree, 7 = completely agree).
Means and SD are presented.

Participants

In total, 12 subjects volunteered in the experiment, ten males and two females,

aged from 22 to 43 years old. Two participants had VR experience for the first

time, three participants use VR devices regularly, and other people answered that

they experienced VR several times. Four subjects did not take part in the first user

study.
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Results

The goal of the second user study was to evaluate the proposed flight control

method and test the whole VR control system for aerial manipulation. Fig. 3-25

shows user evaluation of both control methods based on the answers of the ques-

tionnaire in the form of box-plots. The participants noted the convenience of the

robot flight control. The advantage of use a VR controller operation is that even

an unprepared person is able to cope with UAV control (after training for several

minutes), compared to standard radio equipment for UAV control. The proposed

method uses intuitive control only with the movement of one hand, whereas for ra-

dio equipment it is necessary to use both hands. The only function that took some

time to master was controlling the yaw direction of the drone using the touchpad.

However, by the second trial, participants were already coping with drone rotation

well. While navigating the robot in the mine, 4 out of 12 participants crashed the

robot into objects of the environment, two for each type of manipulation.

The grasping of the virtual object caused difficulty for some subjects (Q2.2)

that contributed to increased stress during the task (Q2.4, SD is 1.88 and 1.66 for

Figure 3-25: User evaluation of both control methods. Average values are marked
with crosses. Scatter points represent answer of individual participants.
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VR controller and wearable interface, respectively). However, the cause of stress

is largely due to the appearance of perceptible physical discomfort from the usage

of virtual reality (Q2.5), which was noted among participants, mainly those who

had not used VR before. The reasons for the discomfort could be the following

factors: not proper initial setting the helmet for a clear image, as well as subject

mind confusion caused by the feel of drone movement while, in reality, the operator

is stationary. Nevertheless, it was observed that physical discomfort decreased over

time as the operator became accustomed to the VR environment. Grasping the

object caused certain difficulties for the subjects because, for the precise positioning

of the aerial manipulator, it was necessary to rely simultaneously on the additional

view from the camera mounted on the gripper that required more concentration. In

this regard, the time of the object manipulation was 44.20% of the time to complete

the entire task (mean value).

At the same time the subjects noted the convenience of the third-person view

during the robot control (Q2.1). While leaving in the comments the wish to move

the view from the grasping camera to a more comfortable position (sometimes it

interfered with the view of the scene). Despite the discomfort of active movement

in the virtual environment and the difficulties of implementing precise interaction of

virtual objects in Unity (object grasping), the user study participants highly rated

the simplicity of the robot control using developed VR-based teleoperation system

(Q2.3), besides SD has the smallest value for question Q2.3.

Fig. 3-26 shows the distribution of task execution time and flight speed of the

robot. The task execution time was taken for the activities of grasping of the gas

detector, moving to the first gas source, and then placing the sensor at the epicenter

of the source. This procedure took less time using the HTC VIVE controller to

control the manipulator, also the spread of time values is less. The average flight

speed of a virtual drone is practically the same for both modes of manipulator

control. Since the participants started the user study by alternating the first device,

we can note that the rate of the second trial execution increased by 21.21% for those

who started from the VR controller, by 14.53% who used initially the wearable

interface. Thus, the speed of the task execution increased for the second trial in
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Figure 3-26: Experimental results averaged across all participants. a) Task execution
time; b) The drone velocity during the task. Average values are marked with crosses.

any case regardless of which control interface was used by the participant at the

beginning.

Trajectories of the aerial manipulator in virtual mine for two subjects are shown

in Fig. 3-27. The first participant started tasks completing using the VR controller,

the second participant initially used a wearable interface. For these tests, it can

be noted that the participants guided the robot along almost identical trajectories,

keeping the robot in the center of the tunnel to avoid collision with objects in the

environment. The lengths of the trajectories of the first test completion, taking into

account the flight in the test room, were 426 and 428 meters for the first and second

participants, respectively. For the second trial, the lengths of the trajectories were

215 and 211 meters, respectively. The trajectory of the second trial does not include

the flight in the training room and the flight behind the second source of gas, since

the participants already knew the location of the gas sources.
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Figure 3-27: The trajectory of the aerial manipulator in virtual mine for the second
User Study. The green and red curves represent the trajectories of the first partic-
ipant, while the pink and turquoise curves represent the trajectories of the other
one.

3.10 Concluding Remarks

We proposed a novel VR-based teleoperation algorithm to control flying robots

designed for aerial manipulation. For this goal, we developed a wearable interface

to read the position of the operator’s hand and the position of the bent fingers.

Also, a special VR application was designed for comfortable control of the robot.

The developed human-robot interaction strategy allows the operator to intuitively

control a flying robot and process of aerial manipulation in a virtual environment

supplemented by a real-time video stream from the robot. Tactile feedback from

vibration motors of the glove effectively complements the visual information of the

virtual environment, being a tangible confirmation of contact with the object. The

main difficulties of the teleoperation were related to the data transfer from Unity to

the manipulator controller. There were the cases when it manifested itself in delays

in the execution of real movements of the manipulator.

To compare convenience and technical characteristics of the developed control

interface and VR controller we performed the user study of the control of the aerial

manipulator placed stationary. In the second user study, the participants tested the
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control of the robot flight via HTC VIVE controller in a VR environment represent-

ing the mine where the collapse occurred. A total was conducted 29 User Studies

in which 21 people took part with knowledge in different areas of robotics.

The participants noted the convenience of controlling the manipulator using

the VR application together with the video stream from the camera mounted on

the manipulator gripper. The user study results were analyzed using statistical

distribution represented by box-plot and ANOVA results. We can summarize that

the IMU-based wearable interface has comparable characteristics with HTC VIVE

controller and can be a simple alternative for it. One of the major VR controller

disadvantage relative to the IMU-based interface is the necessity of an external

tracking system limiting its operation space. Thus, the wearable controller could be

used from anywhere as it relies only on its own onboard sensors. Moreover, IMU-

based interface is a more natural control device and allows the operator to perform

remote manipulation faster by 27% with better matching of the manipulator position

to the target set-point, that was confirmed by ANOVA results of the first user study.

Also, the participants appreciated the convenience of the robot’s flight control and

the scenario of the second user study noting its relevance for solving real challenges

in the area of search and rescue.

In the first user study we noticed that participants leaned forward if they could

not reach the object. This intuitive operator action can be prevented by enhancing

the haptic feedback functionality of the wearable device. For this, it is possible to

add a pattern for the vibration motors of the glove, which will correspond to the

presence of the control device in the maximum permissible position. That is, using

tactile feedback, we can mark the boundaries of the manipulation workspace, as

suggested in the article [Coelho et al., 2020].

In the second user study, participants mentioned physical discomfort during

robot flight in VR environment. The cause of VR sickness lies in the individual

sensitivity of people to virtual movements when the person himself is in a stationary

position. Watanabe and Takahashi [2020] studied the influence of this phenomenon

and proposed a solution to reduce the impact of this effect. They developed a head-

synced controller which synchronize the drone orientation with respect to the head’s
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orientation. This technology can be applied to our teleoperation system to reduce

the physical discomfort of the operator.

Based on the experimental results, we chose the IMU-based interface as a more

effective device for manipulator control. This interface does not need additional

base stations, as was necessary when using a combination of smart glove and HTC

VIVE trackers. Also, the IMU-based interface provides a reliable and more accurate

reading of orientation data of the operator’s hand compared to an interface based

on the usage of bending sensors. In accordance with the metric discussed in the Sec-

tion 3.1 IMU-based interface satisfies the factors of productivity and efficiency due

to high manipulation speed and short training time. The method of the VR-based

teleoperation allows performing unforeseen operations, and using the VR applica-

tion with live video from the robot camera allows the operator to get information

about the current robot state. The last functions satisfy the factor coactivity.

In the future, we plan to test the developed VR-based teleoperation system using

only wearable interfaces. For example, it is possible to make a glove equipped with

IMU sensor, the orientation angles of which will be used to control the velocities of

the UAV, as we performed for the VR controller. A similar approach was used in

[Buczy lowski et al., 2020]. Also, it is possible to combine IMU-based interface and

a tactile glove to create a single sleeve with built-in sensors for comfortable control

of the manipulator. In framework of AeroVR project we used Bluetooth wireless

connection, that is acceptable in laboratory conditions. To reach the maximum

efficiency of wireless data exchange between all devices in outdoor conditions, it

is necessary to conduct studies using different communication methods and special

protocols (for example Time Domain Passivity Approach [Coelho et al., 2019]).
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Chapter 4

Analysis of Locomotion Algorithm

for Landing Gear

4.1 State of the Art

To implement a ground emergency operation in unstructured terrain conditions,

a flying robot should perform a safe landing. Conventional aerial vehicles without

a landing platform are not able to land on uneven surfaces. Since 2012, the sci-

entific community began the development of the adaptive landing gears for small

unmanned aerial vehicles (aircraft, helicopters, and multi-rotors). A number of early

articles were devoted to the design and calculation of a chassis designed like a bird

legs [Nagendran et al., 2012, Xie et al., 2013]. In 2013, the helicopter landing gear

[Manivannan et al., 2013] was demonstrated for landing on uneven surfaces in or-

der to prevent from helicopter rollover, as happened during the crash of a Boeing

Vertol CH-46 Sea Knight helicopter1. Currently, several UAVs are equipped with a

special landing platform, for instance, this is a passive landing gear using coupled

mechanical design [Baker et al., 2013], a robotic legged landing gear developed in

Georgia Institute of Technology with funding from DARPA [2015], and the landing

platform with four legs designed to reduce the load during the landing [Stolz et al.,

2018]. The first one can land only vertically, though it has some limitations in its
1Wikipedia Contributors, “Boeing Vertol CH-46 Sea Knight.” Available: https://en.

wikipedia.org/wiki/Boeing_Vertol_CH-46_Sea_Knight#Notable_accidents_and_incidents
(Retrieved June 14, 2020)
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operation. The second one has a landing gear that is equipped with force sensors

in robotic leg feet used to sense ground contact and the CoM location. Third land-

ing gear uses force controlled algorithm. This chassis has an innovative actuation,

composed of a parallel arrangement of motor and brake, which relieves the motor

from large impact loads during hard landings. Besides the legs are equipped by a

spring-damper system acting in series to the actuation.

In addition to the landing on uneven surfaces, the ground motion of the flying

robot might be necessary to accomplish an additional task (Section 1.1). Nowadays,

several successful legged robots for terrestrial movement on the irregular surfaces

have been developed, e.g. quadrupedal robots BigDog [Raibert et al., 2008], ANY-

mal [Hutter et al., 2017], Cheetah [Bledt et al., 2018] and ATHLETE all-terrain

vehicle that is designed for Mars exploration [Wilcox et al., 2007]. Most of these

robots are bulky and complex multifunctional machines equipped with multi-DoF

legs. Compared to these robots it is worth noting two simpler robots: hexapod of

Czech Technical University [Č́ıžek et al., 2018] and ALPHRED made at the Univer-

sity of California [Hooks and Hong, 2018]. These robots have legs with 3-DoF, which

provide increased stability when walking on 6 legs [Č́ıžek et al., 2018] or additional

functionality for performing manipulations with objects [Hooks and Hong, 2018].

Such light robots can be integrated with small UAV.

Among the robots that combine both considered abilities motion in the air and on

the ground, can be noted: HyTAQ [Kalantari and Spenko, 2013], HERALD [Latscha

et al., 2014], robot HexaWalker2 and project Hexapod-Quadcopter Robot [Pitonyak

and Sahin, 2017] (Fig. 4-1). HyTAQ is a micro UAV equipped with a rolling cage,

which allows carrying out terrestrial locomotion. HERALD is a combination of two

snake robots with a quadrotor using a magnetic docking system. HexaWalker is a

robot assembled from hexacopter and hexapod without additional sensors. The last

of the above mentioned hybrid robots is the prototype of a robot with frame rays,

which can be transformed into legs; however, this robot does not have an adaptive

landing algorithm.

2HexaWalker. MadLab Industries. 2015, available: http://madlabindustries.com/
hexawalker (Retrieved April 30, 2020)
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Figure 4-1: The robots capable to fly and move on the ground: (a) HyTAQ [Kalan-
tari and Spenko, 2013], (b) HERALD [Latscha et al., 2014], (c) HexaWalker, and
(d) Hexapod-Quadcopter Robot [Pitonyak and Sahin, 2017].

In 2017-2018 the DroneGear adaptive landing platform [Sarkisov et al., 2018]

was developed in our laboratory for adaptive landing. This robot is equipped with

four 2-DoF robotic limbs and has a control system, which can adapt to the uneven

surface using data from the embedded torque sensors in the knee joints and IMU

sensors in the footpads. The structure of its legs ensures a reliable landing of the

UAV. As it was shown, a typical construction of the legged robots contains an

extra third DoF in the hip joints of the legs. However, it will considerably increase

the weight of our platform, thus drastically reduce the payload. Results of the

experiments revealed that the developed landing gear can be successfully used not

only for adaptive landing on uneven terrain, but also for complicated relief profile

estimation. This has been confirmed by different landing tests (11 deg. and 3 deg.

angle slopes, step, and plane). More detailed information about the test of the robot

landing can be found in [Sarkisov et al., 2018].

As the next development stage of the DroneGear project we propose a novel

non-traditional locomotion algorithm for quadrupedal robots, which have a special

configuration of legs similar to DroneGear when legs are located in increments of 90
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degrees relative to the central axis of the robot. Name of this approach is LocoGear

[G. Yashin et al., 2020]. In the framework of this approach, the robot movement

by one step consists of the movement of the robot center along a path consisting

of a cycloid and parabola segments, and the movement of the legs along parabolic

paths. Calculation and visualization of the algorithm were performed in Maple and

MATLAB. Additionally, the experimental tests of the robot moving along a given

path were performed. As a ground-truth motion capture VICON system was used.

4.2 System Overview

The robot is a hexacopter with landing gear attached to its bottom (Fig. 4-2

a)). The hexacopter is assembled from DJI Flame Wheel ARF KIT F550 frame with

DJI E600 propulsion system and NAZA M flight controller. The landing platform

consists of four 2-DoF legs, which are located in increments of 90 degrees relative

to the central axis of the robot. The motion of the legs is executed by Dynamixel

MX106 servomotors in the hip joints and Dynamixel MX28 servomotors in the knee

joints. Also, the knee joints contain embedded optical torque sensors, which are

made from compression springs and an encoder, located in a plastic body (Fig. 4-2

Figure 4-2: The landing platform for the multicopters (a) and the leg structure (b).
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b)). These sensors provide passive compliance of the legs. Each leg has a passive

footpad, which is connected via a spherical joint to the tip of the second link. The

technical characteristics of the robot are presented in Table 4.1.

Maximum load of DJI E600 motors 1600 g/axis
Maximum torque of Dynamixel MX106T at 12V 8.4 N·m
Maximum torque of Dynamixel MX28T at 12V 2.5 N·m
Work range of angle 𝜃 0-90 deg.
Work range of angle 𝛽 0-100 deg.
Work range of angle 𝛼 0-40 deg.
Total weight (with batteries) 5.67 kg
The weight of one leg 0.27 kg
Length of the link 1 0.164 m
Length of the link 2 0.156 m
Battery for DJI E600 motors 5500 mAh, 22.2 V
Battery for Dynamixel servomotors 5000 mAh, 11.1 V

Table 4.1: Technical characteristics of DroneGear.

The legs’ movement is controlled by Arduino and MATLAB code with applying

GUI. Reading data from the encoders and control of Dynamixel servomotors are

implemented using Arduino Due, which receives commands from MATLAB GUI.

Data exchange between Arduino and encoders (three channel optical incremental

encoder module HEDS-9140#A00, codewheel HEDS-5140#A11) is performed via

SPI protocol. Data exchange between Arduino and Dynamixel servomotors is per-

formed using a buffer driver. Wireless communication between Arduino and the

computer is implemented using Bluetooth module HC-05. The electrical circuit of

the robot is presented in the Appendix B. GUI displays actual information about

current technical parameters of servomotors (voltage, speed, PID coefficients) and

data from sensors. In addition, GUI shows a trajectory of the robot CoM and the

actual position of robot legs in real-time. For this purpose, the code calculates the

rotation angles of servo motors for their position specified in the Cartesian coordi-

nate system (CCS). The scheme of the landing gear is shown in Fig. 4-3. For the

implementation of the robot movement, we set the motion path of the point, i.e.,

the center of the robot (CoR), which is located at the point equidistant from the hip

joint axes which are belonged to the plane κ1. After that, for each leg, we calculate
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the position of leg attachment to the body (𝑋𝑜𝑟𝑌𝑜𝑟𝑍𝑜𝑟, 𝑋𝑟𝑌𝑟𝑍𝑟, 𝑋𝑔𝑌𝑔𝑍𝑔, 𝑋𝑏𝑌𝑏𝑍𝑏)

and compute angles 𝜃𝑖 (hip joint) and 𝛽𝑖 (knee joint) using forward kinematics.

Figure 4-3: The scheme of LocoGear (in this scheme, the yellow leg is hidden behind
the blue one).

4.3 Problem Statement

The location of the 2-DoF legs at an angle of 90 degrees to each other provides

stable landing and steady location on uneven surfaces. However, such configuration

is not suitable for typical locomotion strategy of multi-legged robots. The footpads

can deviate from the link on an angle 𝛼 about 40 degrees that imposes an additional

constraint on the robot movement. In addition, the operating range of 𝛼 is the main

physical limitation of the step size of the robot without considering the length of

the links. Taking into account the mentioned features of the robot, it was necessary

to develop a new special locomotion strategy for the multicopter with the landing

platform.

The nature of LocoGear locomotion is moving in a plane which contains the

opposite legs (for example, black and orange in XZ plane). In this case, the legs

lying in another plane (accordingly, the side legs: red and green in YZ plane) will be

transferred to a new position simultaneously, it partially reminds a human walking

on crutches. During crutch gait human lifts crutches and moves it forward, then he

lifts and moves his legs to the new position, that is accompanied by the swing of the

body [Wells, 1979]. In fact, the transfer of the side legs is the most difficult process
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for this type of locomotion, since in this short time the supporting and driving legs

will have to move the entire weight of the robot from one stable position to the next

one. For a more detailed study of this process, we calculate the coordinates of the

robot CoM at points of motion trajectory.

In framework of this project we focused on the development of the kinematic-

based algorithm for locomotion of robots based on DroneGear’s principal scheme

and test of this strategy on the real-life robot for its movement on a flat surface

with simple obstacles such as the low steps.

4.4 Locomotion Algorithm

4.4.1 Movement Sequence

The proposed locomotion strategy is developed using heuristic approach based

on an experimental search of the stable positions of the robot to perform its motion

on one step (see Subsection 4.5.1). The phases of locomotion strategy are shown in

Fig. 4-4. The robot movement on one step (Motion cycle) is implemented in five

phases: firstly, the robot is leaning on the supporting leg to start motion (Fig. 4-4

(a)), during the second phase the leading leg rises and moves to a new position (Fig.

4-4 (b)), after this LocoGear transfers its CoM on the leading leg via the side leg

movement (Fig. 4-4 (d)), at the fourth phase the robot pulls up the supporting leg

and puts it on a new position (Fig. 4-4 (f)), finally, the robot is leveled in a new

location (Fig. 4-4 (g)). Also, Fig. 4-4 (c, e) show the robot positions before and

after CoM transfer respectively. Fig 4-4 (a-h) consist of 2 parts: 𝑋𝑍 and 𝑋𝑌 plane

views, additionally 𝑋𝑌 plane includes the position of the support polygon. Fig. 4-4

(h) contains schematic image of the robot in 3D-space, the trajectories of the robot

CoR and CoM, trajectories of the legs during one step.

At each phase of the movement, the projection of the robot CoM is located

in the support polygon (formed by external tangents (blue lines) to the circles of

the adjacent footpads standing on the ground) in accordance with Fig. 4-4 that

ensures a stable position of the robot [Vukobratović and Borovac, 2004]. However,

the CoM transfer is a process at the border of stability since only two legs stand on

100



Chapter 4. Analysis of Locomotion Algorithm for Landing Gear 4.4. Locomotion Algorithm

Figure 4-4: The locomotion algorithm. A schematic representation of the robot in
profile is shown on the 𝑋𝑍 plane. Position of the robot CoM relative to the support
polygon (blue line around the footpads position) is shown on the 𝑋𝑌 plane.
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the ground. During this action, the robot CoM must be in a rectangle 0.05 m wide

(determined by the diameter of the robot footpad), whereas the CoM deviation in

𝑌 direction from the desired position can be up to 0.13 m. The probability of this

deviation is caused by the passive spherical joints of the robot, the deviation value

depends on CoM height and tangent of the roll angle (ℎ𝐶𝑜𝑀 ·𝑡𝑔(𝛼)). Thus, the CoM

transfer should be performed rapidly.

For the proposed strategy we identify three modes of robot movement: the incli-

nation on the supporting or leading leg, movement of one leg to a new position and

the third one is the transfer of CoM with the raised side legs. Directly during the

last mode of movement, the robot moves to a new position. Each of these modes

should be defined by a corresponding equation.

4.4.2 Kinematic Model

Authors of the article [Shao et al., 2011] were inspired by biological motion and

tested the mixed parabola method as the traveling paths over obstacles. Their

experience showed that using a trajectory containing parabola segments allows to

smoothly bend around obstacles, that is necessary for the robot when moving along

uneven terrain. Thus, we chose a parabola trajectory for moving legs to a new

position. The leg trajectory is defined by parameters of the initial state (𝑥𝑙0, 𝑧𝑙0),

step length (𝑙𝑠𝑡𝑒𝑝_𝑥), and lifting height of the legs (ℎ𝑠𝑡𝑒𝑝). Likewise, robot inclination

is carried out along the parabola, that ensures uniform movement of the robot with

a small inclination angle and robot squat depth. CoR trajectory is defined by the

initial state (𝑥𝐶𝑜𝑅0, 𝑧𝐶𝑜𝑅0), inclination angle (𝜓0), and robot squat depth (ℎ𝑠𝑑). CoR

trajectory during inclination, the trajectory of the leading leg at its transfer to a

new position and the scheme of LocoGear after these phases are shown in Fig. 4-5.

The system of equations for CoR (4.1) and leg parabolas (4.2) are followings:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑧𝑖𝑛𝑐 = 𝑐𝑖𝑛𝑐 · (𝑥𝑖𝑛𝑐 − 𝑥𝑖𝑛𝑐_𝑝𝑡)

2 + 𝑧𝐶𝑜𝑅0

𝑥𝑖𝑛𝑐 ∈ [𝑥𝐶𝑜𝑅0;𝑥𝐶𝑜𝑅0 ± 𝑠 · (𝑧𝐶𝑜𝑅0 − ℎ𝑠𝑑) · 𝑡𝑔(𝜓0)]

𝑐𝑖𝑛𝑐 =
𝑧𝐶𝑜𝑅0 − ℎ𝑠𝑑

((𝑧𝐶𝑜𝑅0 − ℎ𝑠𝑑) · 𝑡𝑔(𝜓0))2
,

(4.1)
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑧𝑙𝑖𝑓𝑡 = 𝑐𝑙𝑖𝑓𝑡 · (𝑥𝑙𝑖𝑓𝑡 − 𝑥𝑙𝑖𝑓𝑡_𝑝𝑡)

2 + 𝑧𝑙0 + ℎ𝑜𝑏𝑠𝑡

𝑥𝑙𝑖𝑓𝑡 ∈ [𝑥𝑙0;𝑥𝑙0 + 𝑠 · 𝑙𝑠𝑡𝑒𝑝_𝑥]

𝑐𝑙𝑖𝑓𝑡 =
ℎ𝑜𝑏𝑠𝑡 − ℎ𝑠𝑡𝑒𝑝

(𝑥𝑙𝑖𝑓𝑡_𝑝𝑡 − 𝑥𝑙0)2
,

(4.2)

where 𝑥𝑖𝑛𝑐_𝑝𝑡 and 𝑥𝑙𝑖𝑓𝑡_𝑝𝑡 are the 𝑋-coordinates of vertex of a parabola for inclina-

tion phase and leg lifting respectively, 𝑠 takes the value of 1 or -1 depending on the

movement direction (forward or backward respectively), ℎ𝑜𝑏𝑠𝑡 is the obstacle height.

Figure 4-5: The scheme of LocoGear after the inclination and transfer of the leading
leg.

In an article devoted to the research of the CoM motion in human walking, Car-

pentier et al. [2017] showed that the human CoM trajectory follows a curtate cycloid

during human walking, and the profile of this cycloid depends on the height of the

subjects. Based on this research and our experimental results (see Subsection 4.5.1),

we chose a curtate cycloid as the CoR trajectory for CoM transfer in a new position

(Fig. 4-6). CoM transfer along the curtate cycloid provides smooth movement of

CoM and allows to raise the side legs to a small height. At this phase, the trans-

fer of the side legs in the new position is also carried out along the parabola, but

with a lower height (ℎ𝑠𝑡𝑒𝑝 · 3/8). A shape of the curtate cycloid for CoR motion is

represented by the following equations:
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Figure 4-6: The sequences of the robot locomotion along a curtate cycloid (orange,
blue and black lines are the intermediate positions of supporting, side and leading
legs accordingly).

⎧⎪⎨⎪⎩𝑥 = 𝑥𝐶𝑜𝑅0 + 𝑎 · 𝜓 − 𝑏 · 𝑠𝑖𝑛(𝜓)

𝑧 = 𝑧𝐶𝑜𝑅0 + 𝑎− 𝑏 · 𝑐𝑜𝑠(𝜓),

(4.3)

where 𝑎 is the radius of a rolling circle, 𝑏 is the distance between the center of the

rolling circle and the desired point of the path (𝑏 < 𝑎). The robot body takes the

position of the tangent line to the selected cycloid. Changing the parameters 𝑎 and

𝑏, we can set the required step size and the maximum lifting height of the robot CoR.

Knowing the step size (𝑙𝑠𝑡𝑒𝑝_𝑥), we can calculate the distance between the start and

end point of the curtate cycloid in the interval from 0 to 2 𝜋. Then we substitute

the 𝜓 = 2 𝜋 in the first equation of (4.2) and get the value of the parameter 𝑎, and

substitute the 𝜓 = 𝜋 in the second equation of (4.2) for calculating 𝑏:

⎧⎪⎨⎪⎩
𝑎 =

𝑙𝑠𝑡𝑒𝑝_𝑥 + 2 · 𝑧𝐶𝑜𝑅0 · 𝑡𝑔(𝜓0)

2 · 𝜋
𝑏 = ℎ𝑐𝑦𝑐 − 𝑎,

(4.4)

where 𝑙𝑠𝑡𝑒𝑝_𝑥 is step size, 𝜓0 is the robot pitch angle in the initial position of the

CoR transfer, ℎ𝑐𝑦𝑐 is the cycloid height. Using (4.4) we can experimentally determine

value ℎ𝑐𝑦𝑐 to ensure the transfer of the side legs without touching the ground.

The trajectory between the phases is discretized in such way that the largest
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interval between the previous and next values of the servomotors’ angles is divided

into steps of 1 degree. Accordingly, all servomotors move to the desired position at

the same time, which allows performing a smooth movement of the robot.

In accordance with selected movement strategy the adjustment of the robot

movement is carried out by selecting the following six parameters: initial state

(joint angles at initial position), inclination angle (𝜓0), robot squat depth (ℎ𝑠𝑑),

lifting height of the legs (ℎ𝑠𝑡𝑒𝑝), cycloid height (ℎ𝑐𝑦𝑐) and step length (𝑙𝑠𝑡𝑒𝑝_𝑥).

4.4.3 Calculation of the Robot Center of Mass

Fig. 4-7 contains a scheme of landing gear with the location of the CoMs of main

robot components. In the initial position, the angles 𝜃 and 𝛽 are the same for all

legs and the robot body is parallel to the plane on which the robot stands. At this

condition, the center of CCS 𝑋0𝑌0𝑍0 is at equal distances from the centers of the

spherical leg joints (point 𝐴). The 𝑋0𝑌0 plane lies in plane κ2 which passes through

the centers of the spherical joints of the legs.

In Fig. 4-7 𝑋𝑓𝑖𝑌𝑓𝑖𝑍𝑓𝑖, 𝑋𝑙1𝑖𝑌𝑙1𝑖𝑍𝑙1𝑖, 𝑋𝑙2𝑖𝑌𝑙2𝑖𝑍𝑙2𝑖, 𝑋𝑏𝑌𝑏𝑍𝑏, are CCS of footpads, leg

links 1 and 2, and the rest of the robot including milticopter (Body) respectively.

Figure 4-7: The scheme of LocoGear for calculation of the robot CoM.
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These CCSs are associated with their CoMs. 𝑚𝑓 ,𝑚𝑙1,𝑚𝑙2,𝑚𝑏 are masses of footpad,

leg link 1, leg link 2 with servomotor located in the knee joint, and Body, which

includes the entire mass of the multicopter, the control electronics, battery, the

connector of legs to the UAV and hip joint servomotors; 𝑙𝑓𝑐, 𝑙1𝑐, 𝑙2𝑐 are the distances

from the center of the spherical, knee and hip joints to the CoMs of footpad, link 1

and link 2 respectively; 𝑙𝑠𝑡𝑒𝑝_𝑥, 𝑙𝑠𝑡𝑒𝑝_𝑦 are the distances from the starting point along

the 𝑋 and 𝑌 axes; 𝑙𝑏𝑐 is the distance between point B which is equidistant from the

axes of the hip joints and CoM of Body; 𝑑𝑖 is the distance between point 𝐴 and the

center of spherical joint of 𝑖-th leg or an intersection point of a plane κ2 with a virtual

extension of link 2 in case of 𝑖-th leg lift; 𝜁𝑖 is the angle of inclination of the robot or

the angle between the plane κ2 and the segment 𝐴𝐵; 𝑧𝑚𝑖𝑑 is the distance between

point 𝐴 and 𝐵 (point 𝐵 is the CoR), also the segment 𝐴𝐵 is the perpendicular to

plane κ1 which passes through the centers of the hip joints of the legs. For ease of

calculation, we consider that Body CoM is projected at point 𝐵 that is performed

by the symmetrical arrangement of the payload (control electronics and battery) on

the robot body relative to the 𝑋𝑏 and 𝑌𝑏 axes.

In accordance with the selected algorithm, the robot has three modes of loco-

motion phases: (a) leading or supporting leg is lifted, (b) side legs are lifted, (c)

all legs are on the ground. The third mode can be calculated as a special case of

the first or second mode when the distance between each leg and the surface equals

zero. Cases (a) and (b) are accompanied by an additional calculation of the gap

(∆𝑖) between legs and the plane κ2. Coordinates of the robot CoM are determined

by the following formula:

→
𝑟𝑐 =

∑︀
𝑖

(
→
𝑟𝑖 ·𝑚𝑖)∑︀
𝑖

𝑚𝑖

, (4.5)

where →
𝑟𝑐 is the radius vector of the robot CoM, →

𝑟𝑖 and 𝑚𝑖 are the radius vector

and mass of the 𝑖-th component of the robot, respectively. We found →
𝑟𝑖 for each 𝑖-th

component as a product of the translation (𝐷𝑖−1
𝑖 ) and rotation (𝑅𝑖−1

𝑖 ) transformation

operators from global CCS 𝑋0𝑌0𝑍0 to CCS of the CoMs of the robot components.

These matrices are dependent on the parameters which are shown in Fig. 4-7:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑇 0
𝑓𝑖 = 𝑓(𝑑𝑖, 𝑙𝑠𝑡𝑒𝑝𝑥 , 𝑙𝑠𝑡𝑒𝑝𝑦 , 𝑙𝑓𝑐,∆𝑖)

𝑇 0
𝑙2𝑖 = 𝑓(𝑑𝑖, 𝑙𝑠𝑡𝑒𝑝𝑥 , 𝑙𝑠𝑡𝑒𝑝𝑦 , 𝜁𝑖, 𝜀𝑖, 𝑙2, 𝑙2𝑐,∆𝑖)

𝑇 0
𝑙1𝑖 = 𝑓(𝑑𝑖, 𝑙𝑠𝑡𝑒𝑝𝑥 , 𝑙𝑠𝑡𝑒𝑝𝑦 , 𝜁𝑖, 𝜀𝑖, 𝛽𝑖, 𝑙1, 𝑙2, 𝑙1𝑐,∆𝑖)

𝑇 0
𝑏 = 𝑓(𝑙𝑠𝑡𝑒𝑝𝑥 , 𝑙𝑠𝑡𝑒𝑝𝑦 , 𝜁𝑖+2, 𝜁𝑖, 𝑧𝑚𝑖𝑑, 𝑙𝑏𝑐,∆𝑠𝑖𝑑𝑒_𝑙𝑒𝑔𝑠).

(4.6)

Variables 𝜁𝑖, 𝑑𝑖, 𝑧𝑚𝑖𝑑, 𝜀𝑖 and ∆𝑖 are calculated using trigonometric calculations.

Since the actual robot movement occurs during the transfer of the side legs, 𝑙𝑠𝑡𝑒𝑝 are

calculated as the differences between current and previous values 𝑑 of supporting

leg:

𝑙𝑠𝑡𝑒𝑝 = 𝑑𝑠𝑢𝑝_𝑐𝑢𝑟 − 𝑑𝑠𝑡𝑒𝑝. (4.7)

Since the heuristic method assumes an experimental selection of angles for the

phases of movement, it was necessary to find an approach to calculate the robot’s

trajectory. Thus we can use equations (4.5-4.7) for calculation of CoR position at

the stage of the heuristic selection of phase positions (see Subsection 4.5.1). When

the robot movement is determined as in Subsection 4.4.2, the transfer matrices 4.6

will depend on CoR coordinates (𝑥, 𝑦, 𝑧), joint angles (𝜃𝑖,𝛽𝑖), geometrical robot

parameters (𝑙𝑖), and inclination angle (𝜓).

4.4.4 Dynamic Model

An explanatory scheme for the calculation of dynamic loads is shown in Fig.

4-8. In this scheme 𝑁𝑖 is the ground reaction force for i-th leg; 𝑇𝜃𝑖 and 𝑇𝛽𝑖
are the

servomotor torques in hip and knee joints; 𝑉𝑏, 𝑉1𝑖, 𝑉2𝑖, and 𝑉𝑓𝑖 are the velocities of the

body, link 1, link 2 and the footpad, respectively; 𝜔𝑏, 𝜔1𝑖, 𝜔2𝑖 and 𝜔𝑓𝑖 are the angular

velocities of the body, link 1, link 2 and the footpad, respectively. The Lagrangian

dynamic formulation is the most popular for calculating the motion equations of

a walking robots [Formalskii, 1982, Kimura et al., 1989, Lee et al., 2014]. We use

this method for the calculation of torques in the robot joints during the motion
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Figure 4-8: The robot scheme for calculation of the joint torques.

(4.8) with known equations of motion Subsection 4.4.2. The following assumptions

were made for the calculation: the absence of slippage between footpads and the

ground, the friction forces are not taken into account, the estimated dynamic model

is performed without considering the springs in the joints.

⎧⎪⎪⎨⎪⎪⎩
𝑑

𝑑𝑡

(︂
𝜕𝐿

𝜕𝑞𝑖

)︂
− 𝜕𝐿

𝜕𝑞𝑖
= 𝑄𝑖

𝑞 = [𝑥, 𝑧, 𝜓, 𝜃𝑙, 𝛽𝑙, 𝜃𝑠, 𝛽𝑠, 𝜃𝑠𝑖, 𝛽𝑠𝑖]

, (4.8)

where Q𝑖 is the generalized non-conservative force, L=K-U is Lagrangian function,

which is equal to the difference between kinetic (K ) and potential (U ) energies. The

calculation of the kinetic and potential energies is presented in the Appendix C. To

account the leg raising, we introduced a variable of the leg state H𝑖, which takes the

value 0 or 1 if the leg is on the ground or raised, respectively. Following the article

[Boix et al., 2017], we can write the equation for calculation of the generalized forces

as follows:

𝑄𝑖 = 𝑇 + 𝐽𝑇 ·𝑁𝑖, (4.9)
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which can be written in full form as follows:

𝑄 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

𝑇𝜃𝑠 − 𝑇𝜃𝑙

2�̇�𝜃𝑠𝑖

2�̇�𝛽𝑠𝑖

𝑇𝜃𝑙

𝑇𝛽𝑙

𝑇𝜃𝑠

𝑇𝛽𝑠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+
𝜕(𝑥𝑓𝑠𝑖, 𝑦𝑓𝑠𝑖, 𝑧𝑓𝑠𝑖, 𝑥𝑓𝑙, 𝑧𝑓𝑙, 𝑥𝑓𝑠, 𝑧𝑓𝑠)

𝜕(𝑥, 𝑧, 𝜓, 𝜃𝑙, 𝛽𝑙, 𝜃𝑠, 𝛽𝑠, 𝜃𝑠𝑖, 𝛽𝑠𝑖)
·

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2 ·𝑁𝑥𝜃𝑠𝑖 ·𝐻𝑠𝑖

2 ·𝑁𝑦𝜃𝑠𝑖 ·𝐻𝑠𝑖

2 ·𝑁𝑧𝜃𝑠𝑖 ·𝐻𝑠𝑖

𝑁𝑥𝜃𝑙 ·𝐻𝑙

𝑁𝑧𝜃𝑙 ·𝐻𝑙

𝑁𝑥𝜃𝑠 ·𝐻𝑠

𝑁𝑧𝜃𝑠 ·𝐻𝑠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.10)

If i -th leg is raised, N𝑖 will be equal to 0 in (4.10). Using forward kinematics, we

get the following expressions for calculation of footpad coordinates:

𝑥𝑓𝑙 = 𝑥+
𝑙𝑏
2
· cos (𝜓) + 𝑙1 · cos (𝜃𝑙 − 𝜓) + 𝑙2 · cos (𝛽𝑙 + 𝜃𝑙 − 𝜓) , (4.11)

𝑧𝑓𝑙 = 𝑧 +
𝑙𝑏
2
· sin (𝜓) − 𝑙1 · sin (𝜃𝑙 − 𝜓) − 𝑙2 · sin (𝛽𝑙 + 𝜃𝑙 − 𝜓) − 𝑙𝑓𝑔, (4.12)

𝑥𝑓𝑠 = 𝑥− 𝑙𝑏
2
· cos (𝜓) − 𝑙1 · cos (𝜃𝑠 + 𝜓) − 𝑙2 · cos (𝛽𝑠 + 𝜃𝑠 + 𝜓) , (4.13)

𝑧𝑓𝑠 = 𝑧 +
𝑙𝑏
2
· sin (𝜓) − 𝑙1 · sin (𝜃𝑠 + 𝜓) − 𝑙2 · sin (𝛽𝑠 + 𝜃𝑠 + 𝜓) − 𝑙𝑓𝑔, (4.14)

𝑥𝑓𝑠𝑖 = 𝑥+ (𝑙1 · sin (𝜃𝑠𝑖) + 𝑙2 · sin (𝛽𝑠𝑖 + 𝜃𝑠𝑖) ) · sin (𝜓) , (4.15)

𝑦𝑓𝑠𝑖 = 𝑙1 · cos (𝜃𝑠𝑖) + 𝑙2 · cos (𝛽𝑠𝑖 + 𝜃𝑠𝑖) +
𝑙𝑏
2
, (4.16)

𝑧𝑓𝑠𝑖 = 𝑧 − (𝑙1 · sin (𝜃𝑠𝑖) + 𝑙2 · sin (𝛽𝑠𝑖 + 𝜃𝑠𝑖) ) · cos (𝜓) − 𝑙𝑓𝑔. (4.17)

Thus, we deduced a system of 9 equations with 13 unknowns (servomotor torques

and reaction forces). The problem of the lack of equations can be solved in two ways.

(4.8) can be supplemented by three constraint equations between the robot and the

floor and solved using Lagrange multipliers [Zamani et al., 2011, Lee, 2013]. In the

second approach we can write the equation of conservation of momentum in accor-

dance with the kinetostatic methods [Li et al., 2015]. Based on the second method
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we wrote three equations of the equality to zero the robot main angular momen-

tums around X𝐶𝑜𝑅 and Y𝑓𝑖 relative to the center of pressure of 𝑖-th footpad. These

expressions were derived individually for each three types of movement (inclination,

leg raising, and CoM transfer):

⎧⎪⎨⎪⎩
∑︀
𝑀𝑦𝑓𝑖 = 0, 𝑖 = 1..3∑︀
𝑀𝑥𝐶𝑜𝑅 = 0.

(4.18)

Knowing the law of motion of the robot in space, we derived the expressions for

calculation of the servomotor torques using Maple. Fig. 4-9 shows the change of

the angles of the hip and knee joints, inclination angle, the servomotors torques in

time, and the sequences of the robot locomotion during Motion cycle with raising

the leading leg on the obstacle. At the first stage, we observe a sharp decrease in the

servomotor loads of the leading and supporting legs, since at this time interval the

robot deviates from the equilibrium position and takes the necessary position under

the influence of gravity. In this case, the load on the side legs varies slightly due to

the robot inclination at a small angle. During phases 2 and 4, the torque increases

for the legs remaining on the ground. At the third phase, the load is redistributed

from the supporting leg to the lead. It is also worth noting the presence of jumps

in loads during the transition of one phase to another. This is due to the fact that

in the proposed dynamic model, when the leg is raising or lowering, the reaction

force abruptly disappears or appears at the contact point of the moved leg. During

the fifth stage we observe the increasing of the servomotor torques caused by robot

movement in the equilibrium position.

4.4.5 Simulation of the Robot Motion

For estimation of the ability of the robot motion on uneven surface we consider

a special case when the robot moves on the plane with a rectangular step of 0.04 m

high (ℎ𝑜𝑏𝑠𝑡). This case can be scaled with addition of the map with different relief

features, which should be characterized by their coordinates and shape parameters.

The boundary of the rectangular step is defined by length (𝑙𝑜𝑏𝑠𝑡), width (𝑤𝑜𝑏𝑠𝑡),

110



Chapter 4. Analysis of Locomotion Algorithm for Landing Gear 4.4. Locomotion Algorithm

Figure 4-9: Joint and inclination angles (a), servomotor torques (b) vs. time, and
the sequences of the robot locomotion (c) during the robot movement to step by the
leading leg on the obstacle.
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hight (ℎ𝑜𝑏𝑠𝑡) and coordinates (𝑥𝑜𝑏𝑠𝑡, 𝑦𝑜𝑏𝑠𝑡), which correspond to the obstacle corner

with the smallest coordinates along the axes 𝑋 and 𝑌 . On the Fig. 4-10 we showed

the movement of the robot along random trajectory after the landing on the step

(yellow and black were located on the obstacle). The obstacle under the robot’s foot

is taken into account when the foot is moved to a new position; for this we check

intersection of the pad setpoint with obstacle’s surface. In case of the presence of

intersection, the leg trajectory is calculated taking into account the non-zero height

of obstacle in (4.2).

Figure 4-10: The movement of the robot along random trajectory after landed on
the step (blue, black, orange and yellow dashed lines are the trajectories of legs,
turquoise line is the motion trajectory of CoR).

4.5 Experimental Results

In the scope of the robot locomotion analysis, we conduct a series of experi-

ments to define the optimal trajectory of the Motion cycle, then we test the robot

motion among the predetermined trajectory. Video clip dedicated to LocoGear al-

gorithm can be found at the following link: https://youtu.be/Ug_XYDpnKl0. In

this video we show the landing procedure of the flying robot, visualizations of the

LocoGear Motion cycle and locomotion algorithm dealing with an obstacle. Finally,

we demonstrate the motion of the robot along the line.
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4.5.1 Parameter Configuration

In the framework of the heuristic analysis of the robot locomotion, we wrote

GUI, which is shown in Fig. 4-11. Using this interface, we can manually enter the

desired position of all legs, control each servomotor’s position and the direction of

movement of the robot, move the robot in each separate phase, and switch between

landing and walking modes. In accordance with the target servomotor’s positions,

the GUI displays a schematic representation of the robot and the trajectory of the

robot CoM. For the primary coordinates selection of the phases of the Motion cycle,

we carried out three stages of testing using developed interface.

Firstly, we defined the stable positioning of the robot on three legs. To achieve

this, we did experiment on different combinations of the distance 𝑑𝑖 between side

legs and distances between point 𝐴 and supporting leg during the robot inclination

on this leg from the initial position.

In the second step, we analyze the forward movement of the leading leg. In

Figure 4-11: GUI to control DroneGear at the heuristic analysis.
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this case, incorrect positioning leads to instability and probable swaying back and

forth. Stability is provided when the CoM projection is in the supporting polygon.

The small distance between the leg and point 𝐴 (𝑑𝑖) can lead to rolling over. A

larger value of this parameter reduces the step size, and accordingly, the movement

speed. Increasing 𝑑𝑖 reduces the distance between the robot body and ground, and

respectively working ranges of 𝜃 and 𝛽 are decreased as well, that directly influences

on the step size.

The most challenging phase of the Motion cycle is the moving of the robot CoM

from the supporting leg to the leading leg. The robot moves to a new position

immediately during this step, thus, the previous phases are the preparation to the

motion. At this phase, the robot should lift the side legs up and quickly move

the CoM to a new position, so as not to incline to the side until the end of the

movement. Thus, at this moment, the motors of the supporting and leading legs

undergo maximum load. If the trajectory is incorrectly selected, the robot tries to

lift up and remains in place, which is possible with an excessively large distance 𝑑𝑖.

Also, the robot can tip over if the distance between the ground and the side legs is

too small. This is due to the fact that the robot has time to slightly tilt to the side

and one of the legs remains in the same place, while the leading leg will pull the

robot behind it.

Photos of each phase of the Motion cycle are shown in Fig. 4-12. Fig. 4-12 (e)

demonstrates a slight side movement during this step. Fig. 4-12 (h) also shows a

slight inclination of the robot to the right. At other phases, the robot motion is

performed stably. In all experiments, we visually detected the deviation from the

desired position. After that, we check data about real angles from encoders of torque

sensors in knee joints. In Fig. 4-13 the desired and real values (from encoders) of 𝛽

are shown for seven phases of motion on one step. The deviation of 𝛽𝑔𝑟𝑒𝑒𝑛 from the

desired position at the end of the cycle occurred due to the fact that the robot took

the final position with an inclination to the side leg.

We compared the calculated trajectory of the robot CoM (Curve 1) with the

real movement of the CoR (Curve 2) at the stage of the heuristic selection of phase

positions that is shown in Fig. 4-14 (a, b). The numbers on these images correspond
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Figure 4-12: The phases of the Motion cycle (the white and yellow points are the
initial positions of the leading and left leg respectively).
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Figure 4-13: The desired and real values of 𝛽 during one Motion cycle.

to the five phases of Motion cycle. The initial position of Curve 1 is combined with

the initial position of Curve 2 for easy comparison. The robot was tested on a rough

surface. Tracking of the robot position is performed using the VICON Mocap. The

position of point 1 is different because at this point the CoM is shifted due to the

increased load on the springs in the torque sensors. Curve 1 and Curve 2 have

similar behavior; however, the curves have a significant difference at phases 3 and

4. The reason for this is that after the CoM transfer the robot deviated to the

left before touching the ground with the side legs (Fig. 4-14 (b)). Oscillations

during locomotion in the YZ plane occur because of the presence of the spring in

the spherical and knee joints.

Since the curve connecting positions 2 and 3 (Fig. 4-14 (b)) resembles a sinusoid

or curtate cycloid, it makes sense to set the motion equation for the CoM transfer in

according to one of these curves. Based on [Carpentier et al., 2017] and the results

of the heuristic selection, a curtate cycloid was chosen as the trajectory of the CoM
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Figure 4-14: Trajectories for 2 experiments of the Motion cycle in 𝑋𝑍 frame (a, c)
and 𝑌 𝑍 frame (b, d).

transfer. In Fig. 4-14 (c, d) Curve 1 and 2 are shown for the developed algorithm.

Profile of Curve 2 coincides with Сurve 1 in frame 𝑋𝑍, however, oscillations at

phases 3 and 4 are still existed due to springs in the joints (Fig. 4-14 (d)). An

additional reason for these disturbances can relate to the backlash in the gears of

the Dynamixel servomotors.
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4.5.2 Experiment of the Path Following

The experiment presents the robot movement along a straight line. For this goal,

the robot should repeat Motion cycle ten times. The size of one step equals 0.06 m,

thus the total path length should be 0.6 m. In Fig. 4-15 we showed the results of

five experiments (# 1 and # 2 for Motion cycle without cycloid, trajectory # 3, 4,

5 with using cycloid during the CoM transfer).

For experiments #1 and #2 the standard deviation yaw angle of the end position

Figure 4-15: Real movement paths of the CoR for five experiments at the specifying
rectilinear movement (a) for Motion cycle without cycloid, b) with using cycloid
during the CoM transfer).
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of Motion cycle from the predetermined path is 11.2 degree at 2.07 cm step size

standard deviation. At first experiment the robot movement deviated to the right

while the movement was fairly stable. During the second experiment, the swinging

motion from side to side was experienced permanently. At the same time, we observe

stable motion with some symmetric deviation of the end position of Motion cycle

from the predetermined path, but the deviation to the left dominates at the end

of the movement. This behavior corresponded to the previous results when the

deviation of the robot to the left side was noted. In both experiments, there is also

a tendency of the robot moving a longer distance than planned. This is due to the

fact that at the transfer of the side legs the leading and supporting legs are under

increased load, and the distance between them slightly increases due to slippage and

compliance of the springs in the joints. For experiments # 3, 4 and 5 with the CoM

transfer along the curtate cycloid, we observe more stable locomotion, the standard

deviations of yaw angle and step length are of 9 degree and 0.98 cm, respectively.

The average speed of robot motion is equal to 0.75 cm/sec. In some cases, the robot

performs one-time deviations from the trajectory (Trajectory # 4). The reason for

this is the side shift of Body CoM due to the presence of the springs in the joints.

The development of a feedback controller based on the data from the encoders can

correct each position of the robot path and reduce the impact of springs located in

the joints.

4.6 Concluding Remarks

We considered the selection of the parameters of the locomotion algorithm for

an acceptable stable robot movement using a heuristic approach, data from angular

encoders and data tracking the robot movement along a specified path using the

Mocap. Based on the obtained results, we chose parabolas as a trajectory for the

leg motion and robot inclination, and curtate cycloid as CoR path during the CoM

transfer. For this goal we described the dynamic model of the landing platform and

performed simulation of the robot motion. The experimental results confirmed that

landing gear could move along the straight line with 0.98 cm the standard deviations
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of length in each step and standard deviation in yaw of 9 degrees.

The developed landing platform capable of landing and walking is the demon-

stration of the possibilities of the robot equipped with multifunctional robotic limbs.

As part of future improvements, it is necessary to create a full mathematical model

of the robot taking into account the influence of springs in the joints and apply

the reinforcement learning algorithms for more effective optimization of the CoR

trajectory parameters and landing algorithm. For this goal, we already have a full

3D-model of the robot, motion equations and set of built-in sensors.

The problem of compliance and elasticity of the leg joints due to of construction

of servomotors can be solved using a disturbance observer and the linear quadratic

regulator as it was proposed by Kim et al. [2018]. The legs of the robot presented in

this article are driven by Dynamixel PRO servomotors, which are more powerful than

Dynamixel MX106 servomotors in the hip joints of DroneGear. Researchers designed

the estimator based on disturbance observer to enhance compliance capability by

actuating joints in the direction of the estimated disturbance. Also, they used an

LQR-based controller with a flexible joint model to suppress the vibration caused

by joint elasticity.

Another way to damp the oscillations that occur during the movement of the

robotic limb is to replace the servomotors with force controlled actuators. Such mo-

tors provide to control the torque and quickly react to the dynamic loads caused by

inertial forces. This type of actuators are used in many modern legged robots (e.g.,

Cheetah [Bledt et al., 2018], ANYmal [Hutter et al., 2016], and ALPHRED [Hooks

et al., 2020]). However, the force controlled actuators have large dimensions, which

means more weight. The smallest robot weight of the above is 17.9 kg (ALPHRED),

which is more than 3 times the weight of the DroneGear robot (5.67 kg). Thus, it

would be necessary to replace the propulsion system and, accordingly, the dimen-

sions of the robot would increase. This statement is also true for the design of the

AeroVR robot arm, which is confirmed by the use of compact servomotors in such

a large project as ARCAS and AEROARMS [Ollero and Siciliano, 2019].
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Conclusion

5.1 Research Outcomes

In the framework of this thesis we developed the two prototypes of robots for the

operation in the cluttered environment. This group of robots consists of AeroVR

and DroneGear robots. The first robot is designed to carry out aerial manipulation

with objects in a remote environment under VR-based teleoperation control with

the usage of a comfortable wearable interface. The second robot is equipped with

a multifunctional landing platform to perform a combined method of the robot

movement in the space that can be used for various purposes without additional

energy costs. As a result, conducted developments are the response to the main

research question:

"How to improve the functional efficiency and control method of the unmanned

aerial vehicles equipped with robotic limbs?"

To answer this research question we extended the functional abilities of the usual

landing platforms with four legs by developing LocoGear algorithm without mechan-

ical improvements (e.g., increasing the number of DoF of the legs). This solution

provides the possibility to move on the terrain without increasing the weight of the

flying robot. The locomotion process is less energy-consuming compared to flight.

This advantage increases the time of the robot’s autonomy. The control algorithms
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for both robots were designed, simulated, and tested. Two robotic systems assem-

bled of a multi-rotor aircraft equipped with robotic limbs have been considered. The

kinematic models of robots were calculated using methods of forward and inverse

kinematics. The dynamic model of the AeroVR robot was designed in Simulink, the

dynamic model of DroneGear robot was calculated in Maple and MATLAB. The

GUIs were developed for visualization of the robot movement in order to adjust the

parameters of the control algorithms in various operating points and estimation of

the dynamic loads at these points. Finally, the performance of both robots was

tested in laboratory conditions with a ground-truth VICON Mocap.

To provide comfortable control of the robot during aerial manipulation in a re-

mote environment, we proposed a VR-based teleoperation algorithm. The position-

position control was used for manipulator control by a wearable interface of the op-

erator. To control the robot flight by VR controller we applied the position-velocity

control. Also, a special VR application was designed for comfortable human-robot

interaction. The proposed teleoperation strategy allows the operator to intuitively

control a flying robot and process of aerial manipulation in a virtual environment

supplemented by a real-time video stream from the robot. This control method can

be used to control the DroneGear robot. For this purpose, we can also use the VR

controller with the position-velocity control. New commands can be assigned, for

example, to the side buttons of the controller. Also, using the VR-based teleop-

eration system, it is possible to implement control a group of robots by providing

commands for switching between robots in the VR application.

The first supporting research question was formulated as follows:

"How can the operator remotely control the aerial manipulator in comfortable

way?"

To answer this question and propose a solution to this research task, we designed

a VR-based teleoperation system to control a flying robot for aerial manipulation

in a remote environment. Several designed wearable interfaces were tested. These

are the combination of HTC VIVE trackers and designed glove, the usage of sev-

eral flexible sensors and IMU sensor, and IMU-based interface. All of these sensor
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systems were used to collect data about the orientation of the operator’s hand. A

series of experiments showed that IMUs-based interface with Madgwick filter for

manipulator control could be analog to the HTC VIVE trackers. UAV control was

performed using HTC VIVE joystick. For a better perception of the current robot

state and the surrounding environment, a digital twin of the robot and video from

the camera located on the manipulator gripper are projected into HMD in real-time.

Essential aspects of the developed method are the simplicity of usage of the wearable

interface and the time of operator training in controlling the robot. According to

ANOVA statistical analysis of the first user study IMU-based interface is a more

natural control device (𝐹 (1, 28) = 5.04, 𝑝 = 0.03 < 0.05) and allows the operator to

perform remote manipulation faster by by 27% (𝐹 (1, 22) = 6.8, 𝑝 = 0.016 < 0.05)

with better matching of the manipulator position to the target set-point. Also, the

participants appreciated the convenience of the robot’s flight control. The developed

system demonstrated a robust data transmission to the Unity application. The flight

tests of the developed robot showed a stable UAV behavior while grasping of the

target object. The average deviations in pitch and roll directions were 2.03 and 0.83

degrees, respectively. The proposed system can considerably improve the quality of

aerial manipulations and accelerate the exploitation of this technology in real life.

The second supporting research question was as follows:

"How can the UAV equipped with landing gear walk without structure

improvements?"

DroneGear is the first prototype of the flying robot capable to fly, land on an

uneven surface, and walk on the ground to the desired position. For this purpose, we

performed the theoretical and experimental analysis of a novel locomotion strategy

LocoGear developed for the multicopter landing gear with four 2-DoF robotic legs

equipped by embedded torque sensors at knee joints. The robot was adjusted via a

developed GUI in MATLAB, which sends control commands to Arduino Due using

Bluetooth connection.

Using a heuristic approach, we selected the parameters of the locomotion algo-

rithm for an acceptable stable robot movement using data from angle encoders and
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tracking the robot movement along a specified path using the Mocap. Based on the

obtained results, we chose parabolas as a trajectory for the legs motion and robot

inclination, and curtate cycloid as CoR path during the CoM transfer. We estimated

the servomotor torques during Motion cycle using Lagrangian dynamic formulation

and kinetostatic methods.

The results of the experiments confirmed that landing gear could stably move

along the line with 0.98 cm the standard deviations of length in each step and

standard deviation in yaw at 9 deg. This robot was tested in laboratory conditions

during walking on a flat surface and when the robot goes down from the 35-mm

height step after landing. The proposed UAV equipped with self-moving landing

platforms can considerably improve the effectiveness of rescue operations and make

exploration of hard to reach places possible.

Some limitations of the proposed approaches appeared at the validation exper-

iments. The study of high speed aerial manipulation and robot motion is not yet

conducted. The movements of the robotic limbs were performed at a low speed (up

to 0.6 rad/sec) to cancel sudden movements of the robot, which can potentially lead

to unstable behavior. The stability of the robot’s functioning has been confirmed

empirically. The robot did not crash even if the robotic arm was quickly moved

from the lower position to the extended position. However, the robot can interact

with objects no more than 0.2 kg in extended manipulator position due to increased

dynamic load on the UAV’s propulsion system. The teleoperation performance can

be limited by inaccurate sensors information, operation of the devices with a low

battery level, or communication delays. In the case of robot locomotion and landing,

it is necessary to design and assemble a robot prototype at an industrial level with

the precision mechanics to eliminate the influence of the backlash of the servomo-

tor gears and inaccurate data collection from sensors. Also, the performance of the

landing platform can be improved by replacing Arduino microcontroller on the more

powerful ones, such as STM32.

The specific theoretical contribution of this thesis provided in the topics of robot

design (in the particular design of the lightweight robotic arms), aerial manipulation,

locomotion algorithms, design of wearable devices, and teleoperation methods.
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5.2 Future Outlook

This section outlines three future research and commercialization opportunities

(see Fig. 5-1), with each forming a significant modification in the functionality of

the developed robots:

1. The study of group behavior of the robots for search and rescue operations

with using the vehicle as a carrier of a group of robots.

2. Development of a multi-functional hybrid robot capable of landing, walking

and manipulating objects.

3. The usage flying robots with autonomous mobile platform for the detection

of plant diseases and subsequent sampling in the gardens of fruit trees, parks,

and forestry.

The first potential research includes the usage of two or more robots, which can

be used with the mobile carrier as a transportation and charging station. DroneGear

robot can be capable of land in an unstructured environment. After that, this robot

should find a way to the target area and move there on an uneven surface. When the

robot finds something strange, the robot will send geolocation data and information

about the area of interest to the second AeroVR robot. For example, it can be

a puddle with a strange fluid or injured person. The second robot equipped by

the robotic arm will arrive at the specified coordinates and carried out sampling or

deliver the aid kit accordingly.

In the case of developing a hybrid robot, it is necessary to design limbs equipped

with multi-functional grips/paws. IMU, torque sensors, resistive force sensors, op-

tical sensors, and cameras can be used to collect data about the operation of the

manipulators and the robot as a whole. The robot control system must adapt to the

conditions of the landing place, so it makes sense to apply a reinforcement learning

algorithm. To carry out a large number of environmental simulations and teach the

model to correctly land on various surfaces, it is necessary to develop a mathematical

model of the robot, which can be done in the Simulink or Gazebo software packages.

Hybrid robots are a new potential area of technological research. For example, cur-
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Figure 5-1: Group behavior of the robots for search and rescue operations (a), usage
of the multi-functional hybrid robot (b), the detection of plant diseases and sampling
using the flying robot with robotic limbs (c).
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rently there is exist a European project GRIFFIN1 on the development robot, which

will be able to fly minimizing energy consumption, to perch on curved surfaces, and

to perform dexterous manipulation. If we generalize the characteristics that a hy-

brid robot should have, then, using only onboard equipment and algorithms based

on pre-trained models, the hybrid robot must search for the optimal surface on an

unknown terrain for a correct landing with the possibility of subsequent take-off and

the continuation of the necessary operations for air manipulation.

The third research interest was inspired by two projects performed in our labo-

ratory. The first project was dedicated to the autonomous inventory of warehouses

using a group of robots consists of the mobile platform and quadrotor [Kalinov et al.,

2019, Kalinov et al., 2020]. The second project narrates about the detection of apple

tree diseases in hyperspectral NIR and MIR areas [Shadrin et al., 2020]. These tech-

nologies can be combined as follows: the mobile platform is the carrier and charging

station for the group of the flying robots with robotic limbs; each UAV is positioned

respectively to this platform; also the flying robots are additionally equipped with

a multispectral camera; thus this robot will be able to scan trees in the garden and

to perform sampling of the leaf or fruit via one or several manipulators.

To implement any of the above projects, we can highlight several key technologies

in the field of machine learning, sensors, and mechatronics. Firstly there is necessary

to apply reinforcement learning algorithms to achieve safe interaction with the sur-

rounding environment. It can be based on mathematical modeling of the robots and

on visual and sensor fusion data analysis for each of the three scenarios. Secondly,

to achieve the reliability of the robots, the long continuous autonomy functioning,

and maximum payload, it is necessary to perform optimization of the whole robot

construction, including the body, legs, actuators, and provide installation of the

spring-damper elements in movable joints. In the third stage, since it is necessary

to analyze the environment continuously for all three cases, it may be required to

use advanced computer vision algorithms for orientation in an unstructured environ-

ment. Finally, the group behavior of robots is one more important task for ensuring

effective functioning in the proposed scenarios. To reach the maximum efficiency of

1GRIFFIN, available: https://griffin-erc-advanced-grant.eu/ (Retrieved June 15, 2020)
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wireless data exchange between all devices, it is necessary to conduct studies using

various communication methods in addition to Bluetooth.
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Appendix A

Electrical Circuit of IMU-based

Wearable Interface

The electrical circuit of the IMU-based interface is shown in Fig. A-1. A wearable

interface consists of microcontroller Arduino Nano, three IMU sensors GY-91, two

flex bending sensors, five coin vibration motors, 7.5V Li-Po battery, and Bluetooth

Figure A-1: The electrical circuit of the IMU-based interface.
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module HC-05. The data exchange with IMU sensors GY-91 is carried out using

the I2C protocol via multiplexer TCA95448A. The flex sensors are connected to the

controller using 20 kΩ resistors. The vibration motors are connected to the PWM

digital contacts of Arduino via transistor array ULN 2003A. The power supply of

the interface from the battery is carried out using a compact MP1584EN DC-DC

converter.
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Electrical Circuit of DroneGear

In Fig. B-1 the electrical circuit of DroneGear is shown. Сontrol of the Dy-

namixel servomotors is carried out by Arduino Due via buffer chip 74LS241. The

Figure B-1: The electrical circuit of DroneGear.
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data exchange with IMU sensors GY-91 embedded in the footpads is carried out

using I2C protocol via multiplexer TCA95448A. The data exchange with optical en-

coders embedded in the knee joints is carried out using the SPI protocol. As wireless

communication, we used Bluetooth module HC-05. The electric circuit contains two

lines with voltage 12 and 5 volts to power the servomotors and the microcontroller

respectively. The microcontroller serves as an energy source for the sensors and the

Bluetooth module.
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Potential and Kinetic Energies of

Landing Platform

The full potential energy of the robot has the following equation:

𝑈= 2·𝑈𝑠𝑖 + 𝑈𝑙 + 𝑈𝑠 + 𝑈𝑏, (C.1)

where 𝑈𝑠𝑖, 𝑈𝑙, 𝑈𝑠, and 𝑈𝑏 are the potential energies of side, lead, support legs, and

body respectively. Full potential energy of the body:

𝑈𝑏 = 𝑚𝑏 · 𝑔 · 𝑧. (C.2)

Potential energy of the side leg:

𝑈𝑠𝑖 = (𝑚2 · 𝑔 · (𝑧 − 𝑙1 · sin (𝜃𝑠𝑖) − 𝑙2𝑐 · sin(180 − 𝛽𝑠𝑖 − 𝜃𝑠𝑖) )

+𝑚𝑓 · 𝑔 ·
(︁
𝑧 − 𝑙1 · sin (𝜃𝑠𝑖) − 𝑙2 · sin𝜀𝑠𝑖 − 𝑙𝑓𝑐 · (sin(180 − 𝛽𝑠𝑖 − 𝜃𝑠𝑖) )𝐻𝑠𝑖

)︁
+𝑚1 · 𝑔 · (𝑧 − 𝑙1𝑐 · sin (𝜃𝑠𝑖) )) · cos (𝜓) .

(C.3)
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Potential energy of the lead leg:

𝑈𝑙 = 𝑚2 · 𝑔 ·
(︂
𝑧 +

𝑙𝑏
2
· sin𝜓 − 𝑙1 · sin (𝜃𝑙 − 𝜓)

−𝑙2𝑐 · sin (180 − 𝛽𝑙 − (𝜃𝑙 − 𝜓)) ) +𝑚𝑓 · 𝑔 ·
(︂
𝑧 +

𝑙𝑏
2
· sin𝜓 − 𝑙1 · sin (𝜃𝑙 − 𝜓)

−𝑙2 · sin (180 − 𝛽𝑙 − (𝜃𝑙 − 𝜓)) − 𝑙𝑓𝑐 · (sin (180 − 𝛽𝑙 − (𝜃𝑙 − 𝜓)) )𝐻𝑙

)︁
+𝑚1 · 𝑔 ·

(︂
𝑧 +

𝑙𝑏
2
· sin𝜓 − 𝑙1𝑐 · sin (𝜃𝑙 − 𝜓)

)︂
.

(C.4)

Potential energy of the support leg:

𝑈𝑠 = 𝑚2 · 𝑔 ·
(︂
𝑧 − 𝑙𝑏

2
· sin𝜓 − 𝑙1 · sin (𝜃𝑠 + 𝜓)

−𝑙2𝑐 · sin (180 − 𝛽𝑠 − (𝜃𝑠 + 𝜓)) ) +𝑚𝑓 · 𝑔 ·
(︂
𝑧 − 𝑙𝑏

2
· sin𝜓 − 𝑙1 · sin (𝜃𝑠 + 𝜓)

−𝑙2 · sin (180 − 𝛽𝑠 − (𝜃𝑠 + 𝜓)) − 𝑙𝑓𝑐 · (sin (180 − 𝛽𝑠 − (𝜃𝑠 + 𝜓)) )𝐻𝑠

)︁
+𝑚1 · 𝑔 ·

(︂
𝑧 − 𝑙𝑏

2
· sin𝜓 − 𝑙1𝑐 · sin (𝜃𝑠 + 𝜓)

)︂
.

(C.5)

In these equations and later H𝑖 is the variable of the leg state (State variable),

which takes the value 0 or 1 if the leg is on the ground or raised respectively. Since

the movement of the right and left legs are the same, we write equations for one

side leg. For convenience, we will consider the movement of the robot in the positive

direction of the X -axis (in the plane XZ ), since the movement of the robot in the

direction of the Y -axis has the same form. To find the kinetic energy, we write the

equations for the velocities of all robot parts. The projections of the speed of link 1

of the side leg:

𝑉1𝑠𝑖𝑥 = �̇�− 𝑙1ñ · sin (𝜃𝑠𝑖) · cos (𝜓) · �̇� − 𝑙1ñ · cos (𝜃𝑠𝑖) · 𝜃𝑠𝑖 · sin (𝜓) , (C.6)

𝑉1𝑠𝑖𝑦 = ±
(︁
−𝑙1ñ · sin (𝜃𝑠𝑖) · 𝜃𝑠𝑖

)︁
, (C.7)
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𝑉1𝑠𝑖𝑧 = �̇� + 𝑙1ñ · sin (𝜃𝑠𝑖) · sin (𝜓) · �̇� − 𝑙1ñ · cos (𝜃𝑠𝑖) · 𝜃𝑠𝑖 · cos (𝜓) . (C.8)

The projections of the speed of link 2 of the side leg:

𝑉2𝑠𝑖𝑥 = �̇�− (𝑙1 · sin (𝜃𝑠𝑖)

−𝑙2𝑐 · sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖) ) · cos (𝜓) · �̇� − (𝑙1 · cos (𝜃𝑠𝑖) · 𝜃𝑠𝑖

−𝑙2𝑐 · cos (𝜃𝑠𝑖 + 𝛽𝑠𝑖) ·
(︁
𝜃𝑠𝑖 + �̇�𝑠𝑖

)︁
) · sin(𝜓),

(C.9)

𝑉2𝑠𝑖𝑦= ±
(︁
−𝑙1·sin (𝜃𝑠𝑖) ·𝜃𝑠𝑖+𝑙2𝑐·sin (𝜃𝑠𝑖+𝛽𝑠𝑖) ·

(︁
𝜃𝑠𝑖+�̇�𝑠𝑖

)︁)︁
, (C.10)

𝑉2𝑠𝑖𝑧 = �̇� + (𝑙1 · sin (𝜃𝑠𝑖) + 𝑙2𝑐 · sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖) ) · sin (𝜓) · �̇�

−
(︁
𝑙1 · cos (𝜃𝑠𝑖) · 𝜃𝑠𝑖 + 𝑙2𝑐 · cos (𝜃𝑠𝑖 + 𝛽𝑠𝑖) ·

(︁
𝜃𝑠𝑖 + �̇�𝑠𝑖

)︁)︁
· cos (𝜓) .

(C.11)

The projections of the speed of link 1 of the lead leg:

𝑉1𝑙𝑥 = �̇�− 𝑙𝑏
2
· sin (𝜓) · �̇� − 𝑙1𝑐 · sin (𝜃𝑙 − 𝜓) ·

(︁
𝜃𝑙 − �̇�

)︁
, (C.12)

𝑉1𝑙𝑧 = �̇� +
𝑙𝑏
2
· cos (𝜓) · �̇� − 𝑙1𝑐 · cos (𝜃𝑙 − 𝜓) ·

(︁
𝜃𝑙 − �̇�

)︁
. (C.13)

The projections of the speed of link 2 of the lead leg:

𝑉2𝑙𝑥 = �̇�− 𝑙𝑏
2
· sin (𝜓) · �̇� − 𝑙1 · sin (𝜃𝑙 − 𝜓) ·

(︁
𝜃𝑙 − �̇�

)︁
+𝑙2𝑐 · sin (𝛽𝑙 + 𝜃𝑙 − 𝜓) ·

(︁
�̇�𝑙 + 𝜃𝑙 − �̇�

)︁
,

(C.14)

𝑉2𝑙𝑧 = �̇� +
𝑙𝑏
2
· cos (𝜓) · �̇� − 𝑙1 · cos (𝜃𝑙 − 𝜓) ·

(︁
𝜃𝑙 − �̇�

)︁
−𝑙2𝑐 · cos (𝛽𝑙 + 𝜃𝑙 − 𝜓) ·

(︁
�̇�𝑙 + 𝜃𝑙 − �̇�

)︁
.

(C.15)

135



Appendix C. Potential and Kinetic Energies of Landing Platform

The projections of the speed of link 1 of the support leg:

𝑉1𝑠𝑥 = �̇�+
𝑙𝑏
2
· sin (𝜓) · �̇� + 𝑙1𝑐 · sin (𝜃𝑠 + 𝜓) ·

(︁
𝜃𝑠 + �̇�

)︁
, (C.16)

𝑉1𝑠𝑧 = �̇� − 𝑙𝑏
2
· cos (𝜓) · �̇� − 𝑙1𝑐 · cos (𝜃𝑠 + 𝜓) ·

(︁
𝜃𝑠 + �̇�

)︁
. (C.17)

The projections of the speed of link 2 of the support leg:

𝑉2𝑠𝑥 = �̇�+
𝑙𝑏
2
· sin (𝜓) · �̇� + 𝑙1 · sin (𝜃𝑠 + 𝜓) ·

(︁
𝜃𝑠 + �̇�

)︁
+𝑙2𝑐 · sin (𝛽𝑠 + 𝜃𝑠 + 𝜓) ·

(︁
�̇�𝑠 + 𝜃𝑠 + �̇�

)︁
,

(C.18)

𝑉2𝑠𝑧 = �̇� − 𝑙𝑏
2
· cos (𝜓) · �̇� − 𝑙1 · cos (𝜃𝑠 + 𝜓) ·

(︁
𝜃𝑠 + �̇�

)︁
−𝑙2𝑐 · cos (𝛽𝑠 + 𝜃𝑠 + 𝜓) ·

(︁
�̇�𝑠 + 𝜃𝑠 + �̇�

)︁
.

(C.19)

The movement of the side legs is performed along three axes, while the movement

of the leading and supporting legs is performed in the plane XZ, since we will consider

the case of the movement of the robot without deviations to the side (in Y -direction)

for a general assessment of dynamic loads. We use stiff springs in spherical joints;

thus, we can ignore the tilt of the pad due to gravity. Then the square of the speed

of the footpads (V𝑓𝑖) can be determined by the replacement 𝑙2𝑐 by (𝑙2 + 𝑙𝑓𝑐) in the

expression for the velocity of link 2 (V2𝑖) (C.9-C.11, C.14, C.15, C.18, C.19). The

full kinetic energy of the robot has the following equation:

𝐾= 2·𝐾𝑠𝑖 +𝐾𝑙 +𝐾𝑠 +𝐾𝑏. (C.20)

Kinetic energy of the body:

𝐾𝑏 =
𝑚𝑏 · (�̇�2 + �̇�2)

2
+
𝐽𝑏 · �̇�2

2
. (C.21)
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Kinetic energy of the lead leg:

𝐾𝑙 =

(︂
𝑚1 · 𝑉 2

2𝑙

2
+
𝑚𝑓 · 𝑉 2

𝑓𝑙

2

+
(𝐽𝑓 +𝑚𝑓 · (𝑙2 + 𝑙𝑓𝑐)) ·

(︁
𝜃𝑙 + �̇�𝑙 − �̇�

)︁2

2

⎞⎟⎠ ·𝐻𝑙

+
𝑚2 · 𝑉 2

1𝑙

2
+
𝐽1 ·

(︁
𝜃𝑙 − �̇�

)︁2

2
+
𝐽2 ·

(︁
𝜃𝑙 + �̇�𝑙 − �̇�

)︁2

2
.

(C.22)

Kinetic energy of the support leg:

𝐾𝑠 =

(︂
𝑚1 · 𝑉 2

2𝑠

2
+
𝑚𝑓 · 𝑉 2

𝑓𝑠

2

+
(𝐽𝑓 +𝑚𝑓 · (𝑙2 + 𝑙𝑓𝑐)) ·

(︁
𝜃𝑠 + �̇�𝑠 + �̇�

)︁2

2

⎞⎟⎠ ·𝐻𝑠

+
𝑚2 · 𝑉 2

1𝑠

2
+
𝐽1 ·

(︁
𝜃𝑠 + �̇�

)︁2

2
+
𝐽2 ·

(︁
𝜃𝑠 + �̇�𝑠 + �̇�

)︁2

2
.

(C.23)

Using the Huygens-Steiner theorem to calculate the inertia moments for side

legs, we write the equations for kinetic energies of the side leg:

𝐾𝑠𝑖 =
𝑚2 · 𝑉 2

1𝑠𝑖

2
+
𝐽1 · 𝜃2𝑠𝑖

2
+
𝐽2 ·

(︁
𝜃𝑠𝑖 + �̇�𝑠𝑖

)︁2

2
+𝐻𝑠𝑖 ·

(︂
𝑚1 · 𝑉 2

2𝑠𝑖

2
+
𝑚𝑓 · 𝑉 2

𝑓𝑠𝑖

2

+0.5 · (𝐽𝑓 +𝑚𝑓 · (𝑙2 + 𝑙𝑓𝑐)) ·
(︁
𝜃𝑠𝑖 + �̇�𝑠𝑖

)︁2

+
(︁
𝐽𝑓𝑥 · sin2

(︁
𝜃𝑠𝑖 + 𝛽𝑠𝑖 −

𝜋

2

)︁
+𝑚𝑓 · (𝑙1 · sin𝜃𝑠𝑖 + (𝑙2 + 𝑙𝑓 ñ) · sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖) )2

)︀
· �̇�2 · 0.5

+�̇�2 · 0.5 ·𝐻𝑠𝑖 ·
(︁
𝐽𝑓𝑥 · sin2

(︁
𝜃𝑠𝑖 + 𝛽𝑠𝑖 −

𝜋

2

)︁
+𝑚𝑓 · (𝑙1 · sin𝜃𝑠𝑖 + (𝑙2 + 𝑙𝑓 ñ) · sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖) )2

)︀
+
(︁
𝐽1𝑥 · sin2

(︁𝜋
2
− 𝜃𝑠𝑖

)︁
+𝑚1 ·

(︁
(1 −𝐻𝑠𝑖) · 𝑙2 · sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖) +

(︁
(1 −𝐻𝑠𝑖) · 𝑙1 + (−1)(1−𝐻𝑠𝑖) · 𝑙1ñ

)︁
· sin𝜃𝑠𝑖

)︁2
)︂

·�̇�2 · 0.5 + 0.5 ·
(︁
𝐽2𝑥 · sin2

(︁
𝜃𝑠𝑖 + 𝛽𝑠𝑖 −

𝜋

2

)︁
+𝑚2 ·

(︁
𝐻𝑠𝑖 · 𝑙1 · sin𝜃𝑠𝑖 +

(︁
(1 −𝐻𝑠𝑖) · 𝑙2 + (−1)(1−𝐻𝑠𝑖) · 𝑙2ñ

)︁
· sin (𝜃𝑠𝑖 + 𝛽𝑠𝑖)

)︁2
)︂
· �̇�2.

(C.24)
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In (C.21-C.24) J𝑏, J1, J2, J𝑓 are inertia moments of the body, link 1, link 2 and

the footpad around an axis passing through their CoMs and parallel to the Y -axis;

J1𝑥, J2𝑥, J𝑓𝑥 are inertia moments of the link 1, link 2 and the footpad around an axis

passing through their CoMs and parallel to the X -axis. In (C.21-C.24) some parts

of kinetic energies are multiplied by state variable H𝑖, because the movement of the

second links can be rotational or compound, and the footpads can be in quiescence

or carry out compound movement for the contact with the ground or legs in the air

respectively.
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Dias, José Almeida, and E Silva. Isep/inesc tec aerial robotics team for search
and rescue operations at the eurathlon 2015. Journal of Intelligent & Robotic
Systems, 93(3-4):447–460, 2019. doi:10.1007/s10846-018-0772-1.

[105] Nicolas Staub, Mostafa Mohammadi, Davide Bicego, Quentin Delamare,
Hyunsoo Yang, Domenico Prattichizzo, Paolo Robuffo Giordano, Dongjun
Lee, and Antonio Franchi. The tele-magmas: An aerial-ground comanipu-
lator system. IEEE Robotics & Automation Magazine, 25(4):66–75, 2018.
doi:10.1109/MRA.2018.2871344.
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