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Abstract

My thesis is devoted to two special cases of machine learning problems, namely clas-

sification and active search, when multiple sources of data with variable fidelity and

sampling costs are available. For the multi-fidelity classification problem, I propose to

model probabilities of classes with Gaussian processes and combine different data sources

by applying a co-kriging schema on them. Since the model is analytically intractable, I

derive a fast numeric inference method based on Laplace approximation for this model.

For the multi-fidelity active search problem, I propose an algorithm based on Upper

Confidence Bound acquisition criterion and co-kriging model that guides the search pro-

cess by jointly exploring and exploiting low- and high- fidelity sources. The proposed

models are evaluated in a series of numerical experiments, that include sensitivity to

hyper-parameters, and comparison with baselines and state-of-the-art alternatives on

various datasets. Finally, the methodology and examples of applying multi-fidelity clas-

sification and active search methods are demonstrated in several industrial data-driven

projects.
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w̃(·) internal approximation of the user relevance score (low-fidelity); w̃ : X 7→ [0, 1]

βt A parameter of the exploration-exploitation tradeoff in the MF-ASC algorithm;

βt ≥ 0.

Λ A total budget on queries during the active-search session; Λ ∈ R+.

r A ratio of low-fidelity to high-fidelity calls in the MF-ASC algorithm; r ≥ 0.

c Cost of querying high-fidelity w; c ∈ R+.

SH A set of evaluated items with high-fidelity function during the active-search ses-

sion; SH ⊆ X .

c̃ Cost of querying low-fidelity w̃; c̃ ∈ R+.

SL A set of evaluated items with low-fidelity function during the active-search ses-

sion; SL ⊆ X .

µ(·) Mean (expected) relevance.
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X Dataset – a sample of items from an arbitrary set.

λ Regularization parameter for the kernel in MF-ASC.

w(·) User relevance score (high-fidelity); w : X 7→ [0, 1]

ρ Linear coefficient for co-kriging dependency between w and w̃; ρ ∈ R.

σ(·) Standard deviation of the relevance.

K0 Prior covariance matrix of items in the dataset X .

k0(·, ·) Prior kernel function on pairs of items in the dataset X that corresponds to the

covariance matrix K0; K0 = [k0(xi, xj)]
|X |
i,j=1.

U(·) A utility function of an item-set that measures its total relevance; U(S) =∑
x∈S w(x).



Chapter 1

Introduction

The task of finding objects in the database that correspond to the user’s interest is

essential in many areas, for example: searching for web pages, patents, scientific articles,

legal precedents, medical records and employee resumes. In such tasks, the search needs

of the end user are usually difficult to be expressed in the form of declarative queries,

moreover, the user himself may not have an explicit idea of the target result, so it can

only be formed during the search process. Such conditions make interesting to research

search algorithms, that actively interact with the user, choosing new objects and asking

the user to evaluate them, and adapt to the interests of the user within this process

taking into account his or her reaction to intermediate results.

In addition to information about the user’s reaction, the system can have additional

information sources about the relevance of objects, such as the history of search queries

of all users, estimates of intermediate results by a virtual assistant or another user.

These sources are potentially useful for improving search results and reducing load on

the user. A similar approach using several sources of information has proven itself in

the field of engineering optimization based on data of variable fidelity (precision), also

called a multi-fidelity modeling, where a combination of high-fidelity, e.g. precise slow

simulations, and low-fidelity, e.g. fast approximate models, are used to speed up the

process of selecting configurations of the optimized object.

At the same time, one of the best practices in modern data analysis is a combination

of human and artificial intelligence: the machine works better and faster with well-

structured patterns, whereas the human helps to process rare anomalous objects or

events, unstructured information, and also sets the goals for the machine data processing.

This collaboration is especially important in cases of high cost of the machine error on

the one hand, and high cost of human labor on the other – all this takes place in the

examples of applied areas mentioned above.

1
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Despite multi-fidelity modeling has been widely adopted in engineering optimization,

the methods from this discipline are not always applicable or correct in the scenarios

described above. For example, Gaussian processes are often used to model continuous

response surfaces as they offer the exact analytic solution, however, if the objective

function represents classes of objects instead of a real-valued quantitative characteristic,

then for deriving forecasts, one should take into account the probabilities of the classes,

but not their nominal values. In this case, posterior class predictions by a Gaussian

process have no analytical expression even in case of a single data source. Another

example relates to the search problem, which differs from the optimization problem

due to the discreteness of the search space and the absence of a reward for the search

algorithm for a re-selected object, which can make standard engineering optimization

algorithms ineffective for the search problem.

To sum up, the topic of multi-fidelity active search for objects from databases based

on modeling heterogeneous sources of information on their relevance is challenging and

represents a particular research and applied interest nowadays.

The topic of the thesis is multi-fidelity models for classification and active search. The

subject of the research is the methods of modeling heterogeneous data sources and

methods of performing active search using such models. The aims of the work are

to develop a multi-fidelity active search framework, research its core components, and

validate them in the applied problems. These aims lead to the following problems:

1. to develop a computationally efficient method for modeling object classes based

on heterogeneous data sources;

2. to develop an algorithm for active search of objects based on heterogeneous sources

of data of their relevance;

3. to implement problem-oriented software for conducting computational experiments

with the developed methods and algorithms based on data.

The main scientific novelty of this work comprises the following:

• a new Bayesian inference scheme has been developed for the classification problem

based on Gaussian processes for the case when data comes from several sources

with different levels of noise in the labels;

• a new active search method has been developed based on the co-kriging model of

the user relevance estimates and those calculated by artificial intelligence.
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The practical utility of the developed methods has been demonstrated in a series of

industrial petroleum engineering projects, where multi-fidelity active search algorithm

helped to reduce the amount of manual labor for datasets annotation for directional

drilling accidents prediction, whereas multi-fidelity classification method was employed

for improving quality of datasets for data-driven rock-type identification. In addition,

our preliminary research of Bayesian optimization methods was successfully applied in

the active muon shield optimization for the SHiP experiment at CERN.

The main defense statements are:

1. The proposed multi-fidelity classification model based on co-kriging of latent Gaus-

sian processes is more robust to noise in low-fidelity data source and performs with

high quality on practice compared to the existing alternatives.

2. The developed approximate Bayesian inference based on Laplace approximation is

a computationally effective alternative to MCMC method, that provides compa-

rable quality of predictions.

3. The proposed algorithm for multi-fidelity active search surpasses single-fidelity

methods when the correlation between data sources is high by delivering more

relevant results within the same budget on evaluations.

4. With the developed multi-fidelity classification and active search framework, a

number of industrial problems have been solved.

5. The developed methods were included into software packages for data-driven oil-

field development and neural architecture search.

The work is based on methodology of machine learning, surrogate modeling, and

Bayesian optimization. The reliability of the results presented in the work is deter-

mined by the use of correct machine learning methods based on well-studied approaches

from the theory of mathematical statistics, as well as the results of numerical and applied

experiments.

The main part of the thesis consists of five chapters. The first chapter contains intro-

duction of the thesis and basic concepts. A method for modeling the classes of objects

in case of heterogeneous data sources and an algorithm for active search for objects

by heterogeneous data sources are described in the second and the third chapters re-

spectively. The fourth chapter demonstrates the application of the multi-fidelity active

search methodology and the developed methods in several applied problems. The fifth

chapter contains conclusions.
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1.1 Gaussian Processes

The major part of the thesis utilizes Gaussian processes as the main method to model

data. Therefore it is important to introduce them first. This section defines some basic

concepts related to Gaussian processes in the context of Machine Learning based on the

book [1].

A Gaussian Process (GP) is defined as an indexed collection of random variables over

a set X , any finite number of which has a joint Gaussian distribution. To specify

this stochastic process f(x), one should define its mean function µ(x) : X → R and

covariance function k(x, x′) : X × X → R:

µ(x) = E[f(x)], (1.1)

k(x, x′) = E[(f(x)− µ(x))(f(x′)− µ(x′))]. (1.2)

Values of f(x) correspond to a random variable of the process at index x ∈ X .

Covariance functions are also called as kernels, they play an important role in the dis-

tribution over functions f . The most widely used example of a kernel is the squared

exponential covariance function k<η,θ>(x, x′) = ηe−θ||x−x
′||2 , which has two parameters

η and θ.

When some values of random variables in the Gaussian process are fixed, one can obtain

the posterior distribution of the others, which will also be Gaussian [7] (properties of

marginal and conditional distributions of multivariate Gaussian distribution):

Given

y =

[
ya

yb

]
∼ N

(
µ =

[
µa

µb

]
,K =

[
Kaa Kab

Kba Kbb

])
(1.3)

The following holds:

yi ∼ N (µi,Kii), (1.4)

and

yi|yj ∼ N
(
µi|j = µi + KijK

−1
jj (yj − µj),Ki|j = Kii −KijK

−1
jj Kji

)
(1.5)

for i, j ∈ {a, b}.

Figure 1.1 gives an example of modeling a 1-dimensional function with a Gaussian

process. To get more intuition on effects of various kernels and fixed values, one can

play with the following interactive tool [8].
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(a) Prior (b) Posterior

Figure 1.1: Examples of the samples from the prior and posterior Gaussian process
defined on the real interval X = [−5, 5] from [1]. The left figure shows samples drawn
from the prior Gaussian process with no fixed values, whereas the right figure shows
samples drawn from the posterior Gaussian process with five fixed values in points
shown as black crosses. Gray area shows 95% confidence interval of random variables’

values.

In conclusion, Gaussian processes provide a probabilistic approach to kernel machine

learning with several practical properties. For example: the domain knowledge of the

problem can be incorporated into prior mean and kernel functions (e.g. a seasonal

nature of the function can be reflected in the periodic kernel); predictions are given in

the form of distribution as opposed to the point estimates; regression problems have

exact analytic solutions, although for classification problems various approximations are

available.

1.2 Multi-fidelity methods

The thesis is dedicated to two specific multi-fidelity methods, thus, in the current section

we will introduce this field in the broader scope [2, 9].

A high-fidelity term henceforth indicates the property of models or data to have an

acceptable accuracy (or quality of predictions in general) for the target application. In

turn, a low-fidelity term stands for less accurate models or data, but which are cheaper

to obtain with respect to some resource (typically time, energy, or money).

Multi-fidelity methods enable combinations of both low- and high- fidelity data/models to

achieve trade-offs between accuracy and required resources. These methods sometimes

can give superior accuracy with lower amount of resources than using low- and high-

fidelity data/models separately, that is, single-fidelity methods [10–12].
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Figure 1.2: Types of low-fidelity models [2].

Figure 1.3: Types of model management strategies [2].

There are two key aspects of multi-fidelity methods: low-fidelity sources of information

(models/data) and model management strategies [2].

Low-fidelity sources of information can be of various types (see Figure 1.2): simplified

models are constructed out of the domain knowledge of the problem or solution im-

plementation, projection-based models are obtained via mathematical reduction of the

problem structure, and data-fit models are basically the ones trained on high-fidelity

data to produce predictions for out-of-sample inputs, so these predictions are considered

to be low-fidelity.

Model management strategies are responsible for balancing resources between low- and

high- fidelity models as well as controlling the accuracy of the combined predictions.

There are also several types of strategies (see Figure 1.3): an adaptation strategy uses

high-fidelity data to improve the low-fidelity model, a fusion strategy combines low- and

high-fidelity models into the one multi-fidelity model, a filtering strategy uses low-fidelity

models to decide where usage of the high-fidelity model is needed.

In conclusion, there is a broad range of various types of multi-fidelity methods, they are

ubiquitous in data science and engineering. These methods have been advancing over a

decade, and have been adopted in numerous applications.
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Figure 1.4: Active Learning cycle [3].

1.3 Bayesian optimization, Active Learning and Active Search

A substantial part of my thesis touches an Active Search [13] problem, which is a spe-

cial case of Active Learning [3] and Bayesian optimization [14]. This section briefly

introduces both concepts.

Active Learning [3] is an approach to training the machine-learning algorithms, during

which the training set is built interactively: at first, all items have unknown labels, then

at each iteration a trainee can select an item and query its label. Basically, the goal is

to obtain a desired quality of the model with as few iterations as possible. The Active

Learning cycle is illustrated in Figure 1.4.

Bayesian optimization is a class of methods that employ machine-learning models to

solve the following black-box optimization problem:

max
x∈X

f(x), (1.6)

where X is a compact set, and f is a black-box function, which has an unknown an-

alytic expression and a mathematical structure e.g. derivatives are not observable, no

special properties like concavity etc., yet typically some assumptions are made to ensure

convergence of the methods (for example, one can assume that f is a realization of the

Gaussian process) [15]. During the optimization process, one can only evaluate this

function at the selected elements of X , each evaluation takes some resources. Basically,

the goal is to approach the global optimum of f with as less resources as possible.
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To perform Bayesian optimization of f , we need to define two components: a surrogate

model f̂ that approximates f based on previous evaluations as well as allows to esti-

mate the uncertainty of approximation (typically, a Gaussian process is used), and an

acquisition criterion a, that uses the surrogate model to decide which element of X is to

use for next evaluating f . The general procedure of Bayesian optimization is sketched

in Algorithm 1.

Algorithm 1 Bayesian optimization procedure [14]

1: for t = 1, 2, ... do

2: Find xt with the acquisition criterion xt = argmax
x

a(x|f̂Dt−1
)

3: Evaluate function f at element xt: yt = f(xt) + εt, where εt is noise.

4: Update the dataset Dt = {(xt, yt)} ∪Dt−1

5: Re-train the surrogate model f̂ on the dataset Dt: f̂Dt

6: end for

Active Learning and Bayesian optimization have similar protocols, but their goals are

different: the former aims to maximize quality of the model, whereas the latter aims to

find the global optimum of the function (quality of the surrogate model is secondary).

In the same fashion, a new class of problem has been recently proposed: Active Search

[13] aims to find as many items of a given class as possible. This can also be extended

to maximizing the total utility of the found items [16].

In conclusion, a lot of applications face the problem of having large unannotated datasets,

whereas the most useful models require supervised training. To obtain cost-effective

solutions, one can employ Bayesian optimization, Active Learning or Active Search

depending on the application goals. These methods especially in the combination with

multi-fidelity methods have gained a lot of research attention recently.



Chapter 2

Multi-fidelity classification

The problem of multi-fidelity modeling [2] arises in the broad range of applied disciplines,

such as engineering design, medical diagnostics, and even product development, when an

object of interest can be modeled with a cheaper, yet typically less reliable alternative.

The main motivation behind multi-fidelity modeling is that low-fidelity data can bring

additional benefits in terms of accuracy/cost trade-off, when it is used properly along

with high-fidelity data [17, 18]. For example, an article [19] demonstrates that high-

quality linguistic annotation results can be achieved with much lower expenses when

non-expert annotators (i.e. low-fidelity data) are employed. The authors concluded that

four non-experts per item were enough on average to achieve an expert-level annotation

quality for their tasks, although this condition can be relaxed further, by requiring

multiple annotations only for a fraction of the dataset. Similarly, in engineering design

[20] a high-fidelity source of data can be a physical experiment, whereas a low-fidelity

can be a mathematical model or a computer simulation.

To solve the problem of multi-fidelity classification, one can use a wide range of machine

learning methods, starting from stacking-based ensemble of the classifiers [21], through

the composite neural networks [22], to Bayesian neural networks [23] and Gaussian

processes [24]. The final choice of the method, however, depends on the downstream

application and the nature of the data. For example, in case of large-scale categorical

datasets, one should choose stacking-based ensemble of the decision trees. In contrast,

for small datasets with real-valued features and a need of estimating uncertainty of

predictions, one needs Bayesian neural networks or Gaussian processes. The former is

more flexible in modeling various dependencies of data (e.g. approximate non-stationary

kernels or non-linear correlations between low- and high-fidelity values). However, the

latter allows incorporating domain knowledge into the model via the form of the kernel,

9
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which is useful, for example, when the problem has some periodic structure. In contrast,

capturing such peculiarities is difficult for (Bayesian) neural networks [25].

In this work, we propose a co-kriging model for latent low- and high- fidelity functions

and extend the Laplace inference algorithm for Gaussian process classification to handle

this case. The novelty of our work with respect to other existing ones is adaptation of the

co-kriging model to the classification problem. This model imposes specific dependency

and order on sources of data, which help the model achieve better performance than

more general methods in cases when nature of data is well explained by the model. We

evaluate the proposed method on three groups of datasets: artificially generated under

the model assumptions, real benchmark datasets with simulated noise for low-fidelity

labels and real datasets with true noise. Additionally, contribution of our work includes

study of effects of budget distribution among variable fidelity sources under different

noise conditions and sensitivity analysis of the proposed model to its hyperparameters.

2.1 Gaussian processes for multi-fidelity modeling

Multi-fidelity modeling based on Gaussian processes (GPs) [1] is a reasonable approach

for the applications discussed above, because of the Bayesian formulation [26], which

allows incorporation of the prior knowledge about the task into the prediction and makes

learning on small samples more robust. The latter is especially important, since high-

fidelity data typically contains just a few examples. In addition, Gaussian processes are

based on kernel functions, whose hyperparameters can be selected via marginal likelihood

maximization instead of grid search with cross-validation.

Gaussian process regression for multi-fidelity data has been thoroughly studied in recent

years [27, 28], however multi-fidelity classification based on Gaussian processes has been

left behind until recently. For example, the work about feasibility regions for aeroe-

lastic stability modeling [29] pointed out that multi-fidelity methods had been limited

to the continuous response models. Although discrete response models can also be ap-

proximated with continuous ones, in some extreme cases, such as binary classification,

continuous approximations seem as improper as using Linear regression instead of Lo-

gistic regression. On the other hand, developing appropriate models for multi-fidelity

classification is essential, because there are problems in engineering design with dis-

crete responses. For instance, the report [30] points out the problem of a reality gap

in robotic simulators and argues the importance of their ability to estimate reliability

regions, where accomplishment of actions is accurately predicted by the simulator. This

problem has binary responses i.e. success or fail; simulated outcomes of robot’s actions
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are low-fidelity data, whereas observations of real executions are high-fidelity data. Fur-

thermore, discrete responses are common and convenient when the object of interest is

a human. For example, users say they either like a new feature of the product or do

not during A/B testing, which gives direct evidence of their attitude i.e. high-fidelity

data, or users are just asked to imagine the feature and express their preferences during

interviewing i.e. low-fidelity data.

A comprehensive introduction into GPs in the context of machine learning has been done

previously [1]. We were guided by that book during the derivations of our algorithm.

A more detailed study [5] of methods for approximate binary classification inference

based on GPs demonstrates that Laplace Approximation (LA) is the fastest inference

method with moderate accuracy, whereas Expectation Propagation (EP) is the most

accurate, but runs substantially slower (see Table 2.1 for computational time of various

methods). The study outlines that the former provides under-confident probabilities

in the non-Gaussian regime, thus it should only be considered when the error rate

is the main metric, although the latter delivers more accurate class probabilities. In

addition, when labels contain a lot of noise, the authors outline that all approximation

methods tend to produce similar results, thus, in this case LA is also preferable due

to its speed advantage. More recent studies added scalability to EP and Variational

Inference (VI) [31–34], yet they still have higher training times than LA in general,

moreover, the work on GPU parallelization of exact Gaussian Processes inference [35]

discusses a possibility of applying their technique for LA, which will further increase its

computational performance. The main theoretical difference between LA and EP/VI is

the approach to the approximation: the former exploits local properties of the posterior

(around the maximum), whereas others use global apporximation of the posterior with

the family of tractable distributions. Another theoretical property that makes LA and

EP distinct is convergence, which is guaranteed for LA in case of likelihood log-concavity

and not guaranteed for EP, so the latter may face numerical optimization problems. The

work [36] has also suggested using LA solution as a starting point for EP in order to

improve convergence on practice and reduce the amount of EP iterations. To sum up,

despite modern research has been prevalently focused on EP and VI methods, LA is still

a reasonable option due to its convergence properties and computational performance.

The supervised classification in the presence of noise in labels [37] has been studied

with class-conditional random Bernoulli noise, such classification problems have also got

theoretical justification of their learnability.

The prior works extensively cover the topics connected to multi-task learning [38, 39]

and multi-output GPs [40]. Multi-fidelity regression based on GPs is a particular case

of multi-task GPs with additional assumptions on outputs dependency structure (see
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Table 2.1: Computational complexity of approximate inference methods [5]. n indi-
cates the size of the training set, m indicates the number of inducing points [6]. *For
scalable EP and VI versions, the complexity O(m3) is given for the stochastic variational

optimization mode, the basic version of these algorithms has O(nm2) complexity.

LA EP
scalable
EP [34]

scalable
VI [33] MCMC

idea
quadratic
expansion

around
the mode

marginal
moment
matching

stochastic
mini-batch

optimization

single
variational

bound

sampling,
thermo-
dynamic

integration
complexity O(n3) O(n3) O(m3)* O(m3)* O(n3)

running time fast moderate
depends

on m
depends

on m very slow

pros speed,
convergence
guarantees

accuracy speed and
accuracy
trade-off

speed and
accuracy
trade-off

theoretical
accuracy

cons
under-confident

predictive
probabilities

slow,
no convergence

guarantees
no convergence

guarantees
non-closed form
of computations very slow

Figure 2.1), which reduce computational complexity of training and inference. Multi-

fidelity models were studied in a number of works [41–44], including a co-kriging setup for

fidelities with an exact inference schema for their regression [27]. In our work, we adopt

co-kriging for the classification problem by applying this setup on latent functions. Note

that there is no exact inference schema for the GP classification for single-fidelity case,

nor for the multi-fidelity one. Several recent works are dedicated to close problems, yet

they all consider different aspects. For example, the work on the multivariate generalized

linear geostatistical model with spatially structured bias [45] is close to ours, however,

the model studied there doesn’t take into account a scaling factor and the proposed

inference is confined to MCMC method. A more recent work proposed a framework for

handling heterogeneous outputs of GPs with stochastic variational inference [24], also

there is a study of the application of heterogeneous multivariate GPs for joint species

distribution modeling [46]. Compared to them our work is about a more specific model of

multivariate GPs, that can be adapted to a classical algorithmic framework [1] without

additional approximation techniques. This tailoring makes our method more robust

to noise in labels and accurate than others that use more general models, as we show

further in the experimental section.



13

X1

XD

X2

X3

Y1

YD

Y2

Y3

(a) Multi-task model
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(c) Multi-fidelity model

Figure 2.1: Differences among various cases of multi-task models. Xi indicates ith
input set, Yi indicates ith output set, black lines show dependency, blue dashed lines

show correlations.

2.2 Multi-fidelity classification with Gaussian processes

2.2.1 Problem statement

There is a binary function c : Ω → {0, 1} defined on the measurable set Ω ⊂ Rd. We

have two samples:

DH = {(xHi , yHi )}nHi=1 and DL = {(xLi , yLi )}nLi=1, (2.1)

where xLi ,x
H
i ∈ Ω and yLi , y

H
i ∈ {0, 1}. Let us also denote XL = {xLi }

nL
i=1, and XH =

{xHi }
nH
i=1.

Sample DH contains high-fidelity data, that is, much more reliable labels than DL, which

contains low-fidelity data respectively, so its labels can be biased and noisier. Using the

Bayesian approach we formally express this assumption with the following model:

c(x) = I [fH(x) > 0] ,

p
(
yHi = 1|fH(xHi )

)
= σ

(
fH(xHi )

)
,

p
(
yLi = 1|fL(xLi )

)
= σ

(
fL(xLi )

)
,

(2.2)

where I is an indicator function; σ(z) = 1
1+exp(−z) is a sigmoid function; fL and fH are

Gaussian processes on Ω. In our model we assume these processes to be dependent via

co-kriging model [27]:

fH(xHi ) = ρfL(xHi ) + δ(xHi ), (2.3)

where ρ ∈ R is a linear coefficient, and δ is a residual Gaussian process independent

of fL. Processes fL and δ have prior kernels kl and kd with hyper-parameters θl and

θd respectively. Such dependency between latent processes has been on the one hand

acknowledged in many engineering applications [47], on the other hand, it corresponds

to the optimal estimate of high-fidelity data according to the Theorem on normal cor-

relation (see [48], theorem 13.1). Parameter ρ can reduce or increase the confidence
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of the high-fidelity model compared to the low-fidelity one, in particular, ρ = 1 corre-

sponds to the case when the low-fidelity source contains high-fidelity labels with additive

noise. This parameter is also useful for the cases, when low- and high- fidelity labels

are mostly opposed to each other. Gaussian process δ can compensate predictions for

input-dependent bias in low-fidelity data.

Finally, assuming (2.2) and (2.3), which we will call a latent co-kriging model, we would

like to train a classifier ĉ that estimates the function c using samples (2.1).

2.2.2 Solution

For simplicity of notation we omit specifying hyper-parameters (ρ and parameters of

kernels θl, θd) as conditions of probabilities in formulas below.

The predictive distribution of fH at x∗ ∈ Ω is:

p(fH∗ |DL, DH ,x∗) =

∫∫
p(fH∗ |fL, δ,XL,XH ,x∗)p(f

L, δ|DL, DH)dfLdδ, (2.4)

where

δ =
(
δ(xH1 ), ..., δ(xHnh)

)T
,

fL =
(
fL(xL1 ), ..., fL(xLnL), fL(xH1 ), ..., fL(xHnh)

)T
.

The probability of c to be 1 at point x∗ can be expressed by marginalization of the

predictive distribution:

p(c(x∗) = 1|DL, DH ,x∗) =

∫
σ(fH∗ )p(fH∗ |DL, DH ,x∗)df

H
∗ . (2.5)

Integrals (2.4) and (2.5) don’t have analytic solutions, therefore they have to be numer-

ically integrated or approximated analytically. In this work we use Laplace Approxima-

tion method to handle the former, whereas the predicted class label based on the latter

integral can be easily calculated in the binary case once the predictive distribution p is

estimated by a Gaussian q ([49], Section 10.3):

ĉ(x∗) = I
[∫

σ(fH∗ )q(fH∗ |DL, DH ,x∗)df
H
∗ >

1

2

]
=

= I
[∫

fH∗ q(f
H
∗ |DL, DH ,x∗)df

H
∗ > 0

]
.

(2.6)
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The last equality in (2.6) takes place due to the asymmetric property of σ(x) − 1
2 and

Gaussian (symmetric) property of q. Note: this equality holds only for indicators, but

does not hold for the integrals in general.

2.2.2.1 Laplace Approximation

Prediction based on GPs requires two steps [1]:

1. Obtaining a latent predictive distribution for the test point via marginalizing the

posterior distribution over all possible latent values at training points;

2. Marginalizing it over all possible latent values at the test point in order to produce

a probabilistic prediction.

Unlike the regression problem, where marginalizations are straightforward because all

underlying components are Gaussian, prediction of classes is analytically intractable due

to non-Gaussian likelihoods.

The idea of Laplace’s method is to handle intractability at step 1 by applying a second

order Taylor expansion of posterior’s logarithm around its maximum. Thus, we obtain

a Gaussian approximation of the posterior distribution, which, in turn, makes approxi-

mate predictive distribution to be also Gaussian. Next, intractability of step 2 can be

resolved by replacing marginalization with maximum a posteriori predictions [49] or can

be approximated with numerical techniques [50, 51].

In the next three sections 2.2.2.2, 2.2.2.3 and 2.2.2.4 we will adjust our solution to

fit the algorithmic framework for Laplace Approximation. The key challenge in our

case is dependence of yHi on multiple latent components, which requires substantial

modifications of basic algorithms.

2.2.2.2 Mode-fitting

The posterior distribution in integral (2.4) is approximated with Gaussian distribution

q(·):

p(fL, δ|DL, DH) ≈ q(fL, δ|DL, DH) = N

(
ξ =

[
fL

δ

] ∣∣∣ ξ̂,Σ−1) , (2.7)

where Σ = −∇∇ log p(ξ|DL, DH)
∣∣
ξ=ξ̂

and ξ̂ = argmax
ξ

p(ξ|DL, DH). Thus, for obtain-

ing approximate posterior distribution we need to calculate these parameters.
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According to Bayes formula and monotonic increase of log function, the problem of

finding ξ̂ is equivalent to:

argmax
ξ

p(ξ|DL, DH) = argmax
ξ

[
log p(yL,yH |ξ) + log p(ξ|XL,XH)

]
, (2.8)

where yL =
(
yL1 , ..., y

L
nL

)T
and yH =

(
yH1 , ..., y

H
nH

)T
. Note that the probability of ev-

idence is omitted, since it is independent of the argument. The problem (2.8) has a

unique solution, see details in the section 2.2.3.

Let us now define Ψ(ξ)
4
= log p(yL,yH |ξ)+log p(ξ|XL,XH), and look at its components

in more detail. Let us also introduce X = XL ∪XH .

The prior distribution of ξ is normal:

p(ξ|XL,XH) ∼ N

(
0,K =

[
kl(X,X) 0

0 kd(XH ,XH)

])
. (2.9)

Log-likelihood is:

λ
4
= log p(yL,yH |ξ) =

nl∑
i=1

log σ
(
ỹLi f

L(xLi )
)

+

nh∑
i=1

log σ
(
ỹHi (ρfL(xHi ) + δi)

)
,

where for simplicity of notation we use:

δi = δ(xHi ), ỹLi = (2yLi − 1), and ỹHi = (2yHi − 1).

Having figured out expressions for components of Ψ(ξ), the solution of problem (2.8)

can be found with iterative Newton’s method:

ξ̂
new

= ξ̂
old − (∇∇Ψ)−1∇Ψ

∣∣
ξ=ξ̂

old .

2.2.2.3 Model selection

Let us denote q̃(.) a Gaussian approximation of the marginal likelihood

p(yL,yH |XL,XH , ρ,θl,θd).

The model selection implies finding hyper-parameters ρ, θl, and θd that maximize the

approximate log marginal likelihood (this approximation is obtained similarly to the

single-fidelity case [1]):
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L 4= log q̃(yL,yH |XL,XH , ρ,θl,θd) = −1

2
ξ̂
T
K−1ξ̂ + λ− 1

2
log |B|, (2.10)

where B = I + W
1
2 KW

1
2 and

W
4
= −∇∇ξ log p(yL,yH |ξ) =


A 0 0

0 ρ2D ρD

0 ρD D

 ; (2.11)

A = ∇∇fL(XL)λ = diag
([
ω
(
fL(xLi )

)]nl
i=1

)
,

D = ∇∇δλ = diag
([
ω
(
ρfL(xHi ) + δi

)]nh
i=1

)
,

ω(z) = σ′(z) = σ(z)(1− σ(z)),

where diag(·) is a function that maps a vector into the matrix with this vector on its

diagonal.

Unlike single-fidelity case, W in multi-fidelity case is non-diagonal, so computation of

its square root is not straightforward. We have derived the exact formula for its fast

and numerically stable calculation:

W
1
2 =


A

1
2 0

0 1√
ρ2+1

[
ρ2 ρ

ρ 1

]
⊗D

1
2

 , (2.12)

note that matrices A and D are diagonal, so their square roots are easily calculated.

In order to maximize log marginal likelihood (2.10), one can use gradient-based opti-

mization, which requires its partial derivatives w.r.t. hyper-parameters. The rest of this

subsection is dedicated to analytic derivation of computationally effective formilas of

partial derivatives.

Partial derivatives w.r.t. θl and θd.

Derivatives of L and ξ̂ w.r.t. kernel hyper-parameters θl and θd are analogous to for-

mulas in the single-fidelity case ([1], section 5.5.1), thus, we omit them here, except the

formula 5.23 from [1] for partial derivatives of L w.r.t. components of ξ̂, which reduces

calculation of trace to multiplication of i-th diagonal elements. That reduction doesn’t

take place in multi-fidelity case, since ∂W
∂ξ̂i

is not diagonal in general. We propose the

following modification of that formula:
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∂L
∂ξ̂i

= −1

2
tr

(
(K−1 + W)−1

∂W

∂ξ̂i

)
= −1

2

∑
all elements

(
(K−1 + W)−1 ◦ ∂W

∂ξ̂i

)
, (2.13)

where ◦ is an Hadamard (entrywise) product. Note that ∂W
∂ξ̂i

is a sparse matrix that

has at most 4 non-zero elements, therefore computation time of the derivatives remains

linear (see details in equations (2.14), (2.15), (2.16)).

To describe components of (2.13), let us denote M
4
= (K−1 + W)−1.

For indices i corresponding to low-fidelity data on XL (i = 1...nl):

Mi,i
∂3

∂ξ̂i
λ ≡Mi,iζ(fL(xLi )) (2.14)

For indices i corresponding to low-fidelity data on XH (i = nl + 1...nl + nh):(
Mi,i

∂3

∂ξ̂3
i

+ 2Mi,i+nh

∂3

∂ξ̂i+nh∂ξ̂
2
i

+ Mi+nh,i+nh

∂3

∂ξ̂2
i+nh

∂ξ̂i

)
λ ≡

≡
(
Mi,iρ

3 + 2Mi,i+nhρ
2 + Mi+nh,i+nhρ

)
ζ(ρfL(xHi−nl) + δi−nl)

(2.15)

For indices i corresponding to delta on XH (i = nl + nh + 1...nl + 2nh):(
Mi,i

∂3

∂ξ̂3
i

+ 2Mi,i−nh
∂3

∂ξ̂i−nh∂ξ̂
2
i

+ Mi−nh,i−nh
∂3

∂ξ̂2
i−nh∂ξ̂i

)
λ ≡

≡
(
Mi,i + 2Mi,i−nhρ+ Mi−nh,i−nhρ

2
)
ζ(ρfL(xHi−nl−nh) + δi−nl−nh)

(2.16)

Partial derivatives w.r.t. ρ.

Now let’s look at the derivative of L w.r.t to ρ, which is:

∂L
∂ρ

= −ξ̂TK−1
∂ξ̂

∂ρ
+
∂λ

∂ρ
− 1

2

∂ log |B|
∂ρ

. (2.17)

Note that in our setup K doesn’t depend on ρ. Further, we will analyze the additive

components of (2.17) in more detail.
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Table 2.2: Components of ξ, corresponding derivatives of λ and the explicit term in
(2.18); here fLi = fL(xL

i ) and fHi = ρfL(xH
i ) + δ(xH

i ).

components of ξ components of ∇ξλ components of
∂∇ξλ|ξ=ξ̂

∂ρ

∣∣
explicit

fL(XL) yLi − σ(fLi ) 0
fL(XH) ρ(yHi − σ(fHi )) yHi − σ(fHi )− ρfL(xHi )ω(fHi )
δ(XH) yHi − σ(fHi ) −fL(xHi )ω(fHi )

To obtain the first component, we differentiate by ρ the necessary condition of the

maximum ∇Ψ(ξ)|ξ=ξ̂ = 0, where ∇Ψ(ξ) = ∇ξλ−K−1ξ, obtaining an equation on ξ:

∂ξ̂

∂ρ
= K

−W
∂ξ̂

∂ρ
+
∂∇ξλ

∣∣
ξ=ξ̂

∂ρ

∣∣∣∣∣
explicit

⇒
⇒ ∂ξ̂

∂ρ
= (I + KW)−1K

 ∂∇ξλ
∣∣
ξ=ξ̂

∂ρ

∣∣∣∣∣
explicit

 ,

(2.18)

where the components of the explicit term in formula (2.18) and derivatives of λ w.r.t.

components of ξ are provided in Table 2.2.

The second component of (2.17) is:

∂λ

∂ρ
=

nh∑
i=1

ỹHi f
L(xHi )

(
1− σ

(
ỹHi (ρfL(xHi ) + δ(xHi ))

))
+
∑
i

∂λ

∂ξi

∂ξi
∂ρ

. (2.19)

The third component is:

∂ log |B|
∂ρ

=
∑

all elements

(
(K−1 + W)−1 ◦ ∂W

∂ρ

)
, (2.20)

where

∂W

∂ρ
=


0 0

0

[
ρ2 ρ

ρ 1

]
⊗ ∂D

∂ρ

∣∣∣
explicit

+

[
2ρ 1

1 0

]
⊗D

+
∑
i

∂W

∂ξi

∂ξi
∂ρ

;

∂D

∂ρ

∣∣∣
explicit

= diag
([
fL(xHi )ζ(fHi )

]nh
i=1

)
and ζ(x) = σ′′(x).
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The derivation for the equation (2.20) is provided below:

∂ log |B|
∂ρ

= tr

(
B−1

∂B

∂ρ

)
= tr

(
B−1

(
∂W

1
2

∂ρ
KW

1
2 + W

1
2 K

∂W
1
2

∂ρ

))
=

= tr

(
B−1

(
W− 1

2 W
1
2

) ∂W
1
2

∂ρ
KW

1
2

)
+ tr

(
B−1W

1
2 K

∂W
1
2

∂ρ

(
W

1
2 W− 1

2

))
=

= tr

(
KW

1
2 B−1W− 1

2

(
W

1
2
∂W

1
2

∂ρ

))
+ tr

(
W− 1

2 B−1W
1
2 K

(
∂W

1
2

∂ρ
W

1
2

))
=

= tr

(
(K−1 + W)−1

∂W

∂ρ

)
=

∑
all elements

(
(K−1 + W)−1 ◦ ∂W

∂ρ

)
(2.21)

Whereas the last line of (2.21) is obtained because of the following identities:

∂W
1
2

∂ρ
W

1
2 + W

1
2
∂W

1
2

∂ρ
=
∂W

1
2 W

1
2

∂ρ
=
∂W

∂ρ
(2.22)

KW
1
2 B−1W− 1

2 = K
(
W

1
2 B−1W

1
2

)
W−1 = K(K + W−1)−1W−1 = (K−1 + W)−1

(2.23)

W− 1
2 W

1
2 B−1K = W−1

(
W

1
2 B−1W

1
2

)
K = W−1(K + W−1)−1K = (K−1 + W)−1

(2.24)

2.2.2.4 Predictions

Once we know the estimates of parameters and hyper-parameters, we can use an ordinary

schema of exact multi-fidelity posterior from [27] to obtain MAP predictions:

E[f∗|DL, DH ,x∗] ≈ Eq[f∗|DL, DH ,x∗] = k̃T
∗ K̃
−1f̂ , (2.25)
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where

k̃T
∗ =

[
kl(x∗,XL) ρ2kl(x∗,XH) + kd(x∗,XH)

]
,

ξ̂ =
[
f̂L(XL) f̂L(XH) δ̂(XH)

]T
,

K̃ =

[
kl(XL,XL) ρkl(XL,XH)

ρkl(XH ,XL) ρ2kl(XH ,XH) + kd(XH ,XH)

]
,

f̂ =

[
f̂L(XL)

ρf̂L(XH) + δ̂(XH)

]
.

2.2.3 Correctness of the method

Optimization problem (2.8) has a unique solution if Ψ is concave. We prove it by showing

that Hessian of Ψ is negative semi-definite. The Hessian is

∇∇Ψ(ξ) = −W −K−1, (2.26)

where K is positive semi-definite, since it is a kernel matrix.

Matrices A and D in the definition of W (2.11) are positive semi-definite, because their

diagonal elements are non-negative. The block of W that contains D can be represented

via Kronecker product: [
ρ2D ρD

ρD D

]
=

[
ρ2 ρ

ρ 1

]
⊗D. (2.27)

Both multiplicands in (2.27) are positive semi-definite, thus, their Kronecker product is

also positive semi-definite [52].

Hence, matrix W is positive semi-definite, because it factorizes into two positive semi-

definite blocks. Finally, the Hessian is negative semi-definite as a negation of the sum

of two positive semi-definite matrices.

2.2.4 Experiments

We compared our model with a number of baseline approaches. The baselines are

built upon ordinary Gaussian Process Classifier (gpc), Logistic Regression (logit) and

Gradient Boosting Classifier (xgb). We trained those baselines in three modes:

1. Training only on high-fidelity data (no prefix);

2. Training on concatenated high- and low- fidelity data (with prefix C);
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3. Stacking low-fidelity predictions, that is, predictions of a classifier trained on low-

fidelity data were used as additional features for training the classifier on high-

fidelity data (with prefix S).

All GPs-based methods used isotropic RBF kernel.

2.2.4.1 Evaluation metrics

In order to compare performance of various methods we use areas under receiver oper-

ating characteristic curves [53] (ROC AUC) metric.

Further, to aggregate performance across many tests and datasets, we average ROC

AUC over them. We also supplement results with figures of ROC AUC profiles, which

show the share of tests where the corresponding methods had greater ROC AUC than

the threshold pointed on the abscissa axis. The rule of thumb for assessing such profiles

is that the higher the curve, the better the corresponding method.

2.2.4.2 Datasets

We evaluated models on three groups of datasets:

1. Artificial datasets1: we constructed datasets by virtue of the model (2.2) and (2.3).

Latent functions fL and δ were generated as instances of Gaussian processes, linear

coefficients ρ were adjusted to the desired discrepancy (noise level) between low-

and high- fidelities. We used input dimensions 2, 5, 10, and 20. For each of them,

we generated 10 datasets.

2. Datasets from Penn Machine Learning Benchmarks repository [54]: we selected

several representative benchmarks with different types of features, namely diabetes

(dbts), german (grmn), waveform-40 (wvfr), satimage (stmg), splice (splc),

spambase (spmb), hypothyroid (hpth), and mushroom (mshr). Since some datasets

had multiple classes, we also selected one target representative class to test its clas-

sification against others: class 0 for waveform-40 and splice, class 1 for satimage

and class 2 for diabetes. Low-fidelity labels were generated by flipping original

labels with the specified probability (noise level).

3. Real datasets: we used music genre (mscg) and sentiment polarity (sntp) from

[55], which had been annotated with crowd-sourcing. Each object in those datasets

1We published them in this repository https://github.com/user525/mfgpc
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Figure 2.2: Comparison of predicted class probabilities with multi-fidelity MCMC
and Laplace inference on datasets from group 2: typical cases of correlations.

was labeled by multiple annotators, therefore we considered majority voting statis-

tic over object labels as high-fidelity and a single random annotation as low-fidelity.

Such an approach to model fidelity is reasonable in the context of crowd-sourced

annotations where each of them costs some amount of resources (e.g. money or

time). For example, some objects are easy to classify with machine learning algo-

rithms, thus, one vote would be enough to annotate them, whereas for complex

objects many votes are necessary for obtaining good confidence in labels. Finally,

since music genre dataset had multiple classes, we tested each of them with the

one-vs-all scheme as separate datasets.

2.2.4.3 Comparison of methods

For datasets in groups 1 and 2 we compared the methods with the state-of-the-art

hetmogp [24]. For datasets on crowd-sourcing annotation (group 3) we also compared

our method with the state-of-the-art method gp-ma [55]. No comparison was made with

the method of [56], since we couldn’t find a publicly available source code.

At the outset, we verified our implementation of Laplace inference by comparing its

predictions with those of MCMC (implemented with PyMC3 package [57]) with the same

hyper-parameters on real datasets from group 2 ensuring that true posteriors are non-

Gaussian. Each training set contained 75 randomly sampled high fidelity observations

and flip probability of 0.2 in low-fidelity observations; we used 10 different random seeds

to sample training sets for each dataset. The typical results of comparison are shown

in Figure 2.2 and Table 2.3. The overall performance of two inference approaches is

on par, whereas correlation behavior resembles the patterns observed in single-fidelity

GPs classification ([5], figure 6), which lends evidence supporting the correctness of our

method.

The main evaluation procedure was the following: for a single test, we selected a small

random subsample of high fidelity observations and 3 times larger subsample of low
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Table 2.3: Comparison of ROC AUC for MCMC and Laplace inference on datasets
from group 2 during verification tests. Margins indicate standard deviations of mean

estimates.

dataset MF gpc Laplace MF gpc MCMC

dbts 0.834± 0.002 0.832± 0.002
grmn 0.755± 0.004 0.749± 0.005
hpth 0.636± 0.010 0.632± 0.015
mshr 0.999± 0.000 0.999± 0.000
stmg 0.997± 0.000 0.997± 0.000
spmb 0.933± 0.001 0.927± 0.002
splc 0.835± 0.054 0.836± 0.055
wvfr 0.655± 0.038 0.649± 0.038

 2D  5D  10D  20D  2D  5D  10D  20D
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Figure 2.3: Average ROC AUC among multiple runs on artificial datasets from group
1.

fidelity observations. We trained all methods on those subsamples and evaluated predic-

tions on the high-fidelity test set. For each dataset, we run 3 tests with different random

subsamples, except sentiment polarity, for which we run 15 tests, and music genre,

for which we run 30 tests (3 per class as noted in sec. 2.2.4.2).

We report average ROC AUC across all tests and methods in figures 2.3, 2.4, 2.5 (see

also appendix with corresponding tables A.1, A.2, A.3) and table 2.4. For those tests,

each training set contained 75 high fidelity observations. The methods that performed

not worse than 1 percent compared to the best result on the dataset are highlighted

with bold.

Supplementary ROC AUC profiles are presented in figures 2.6 and 2.7. Overall, MF gpc

has a good performance, except sntp dataset. Notably, on this dataset all GPs-based

methods have poor performance, which is not surprising, since we used a translation-

invariant isotropic kernel, which is not suited well for highly clustered non-stationary

data.
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Figure 2.4: Average ROC AUC among multiple runs on datasets from group 2 with
noise level 0.2.
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Figure 2.5: Average ROC AUC among multiple runs on datasets from group 2 with
noise level 0.4.

Table 2.4: Average ROC AUC among multiple runs on datasets from group 3 with
natural noise. Margins indicate standard deviations of mean estimates.

method mscg sntp

MF gpc 0.851± 0.019 0.504± 0.003
gpc 0.772± 0.027 0.502± 0.002
logit 0.794± 0.025 0.542± 0.003
xgb 0.773± 0.026 0.520± 0.003
C gpc 0.849± 0.019 0.505± 0.003
C logit 0.812± 0.017 0.569± 0.003
C xgb 0.843± 0.020 0.538± 0.004
S gpc 0.785± 0.026 0.504± 0.002
S logit 0.797± 0.024 0.553± 0.003
S xgb 0.800± 0.024 0.533± 0.004
gp-ma 0.744± 0.018 0.531± 0.000

2.2.4.4 Budget distribution among variable fidelity sources

We studied how the ratio of low- and high-fidelity samples sizes affects the classification

quality of MF gpc on datasets from group 1. An experimental setup was the following:

we assumed each high-fidelity entry cost X units, whereas low-fidelity entries cost a

fraction of X (with various fractions for different experiments). The training samples

were formed based on the total budget: some part of it was allocated for high-fidelity
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Figure 2.6: ROC AUC profiles for artificial datasets from group 1.
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Figure 2.7: ROC AUC profiles for real datasets from groups 2 and 3. Colors represent
the same legend as in figure 2.6.

data, the rest was for low-fidelity data. If the whole budget was spent on high-fidelity

data, then the training sample contained 100 entries.

Figure 2.8 demonstrates the more low-fidelity data are available or the less noise is in it,

the better classifier works w.r.t. the fixed amount of high-fidelity entries. That is, having

fixed DH , adding more data toDL with the same noise level in low-fidelity labels does not

reduce the quality of predictions of our classifier. In the worst-case scenario, when low-

fidelity labels are independent of high-fidelity ones, for example they consist of merely

random noise, MF gpc model degenerates to an ordinary gpc trained on DH , because

in co-kriging formula (2.3) component ρfL(xHi ) becomes 0, thus, fH(xHi ) = δ(xHi ).

Figure 2.9 shows that in case of low noise level in low-fidelity labels the sample size

advantage overbalances the decreased labels quality, thus, spending all budget on low-

fidelity data is the best option for this case. On the other hand, when the noise in

low-fidelity is high, adding any amount of low-fidelity entries instead of high-fidelity

ones to the training sample reduces the performance of the classifier.

These experiments show that in boundary cases single-fidelity gpc is the choice either

for training on low-fidelity data when the noise in labels is low or for training on high-

fidelity data when noise is high, whereas MF gpc works slightly better for intermediate



27

LF cost: X/8 X/4 X/2 gpc with only high-fidelity data

0.0 0.2 0.4 0.6 0.8 1.0
0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

HF share

R
O

C
A

U
C

(a) Noise level 0.0

0.0 0.2 0.4 0.6 0.8 1.0
0.50

0.55

0.60

0.65

0.70

0.75

0.80

HF share

R
O

C
A

U
C

(b) Noise level 0.2

0.0 0.2 0.4 0.6 0.8 1.0
0.50

0.55

0.60

0.65

0.70

0.75

HF share

R
O

C
A

U
C

(c) Noise level 0.3

0.0 0.2 0.4 0.6 0.8 1.0
0.50

0.55

0.60

0.65

0.70

0.75

HF share

R
O

C
A

U
C

(d) Noise level 0.4

Figure 2.8: Performance of MF gpc depending on share of budget allocated to high-
fidelity data (HF share) for different ratios of low-fidelity cost to high-fidelity cost.
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Figure 2.9: Performance of MF gpc depending on share of budget allocated to high-
fidelity data (HF share) for different noise levels in low-fidelity labels.

noise levels in low-fidelity. It is not trivial to find the right balance in advance, but

observations in this section can be used as a rule of thumb in practice.

2.2.4.5 Sensitivity to hyperparameters

We used radial basis functions as kernels for Gaussian processes in the following form:

k∗(xi,xj) = exp(s∗) exp

(
−1

2

‖xi − xj‖2

σ2
∗

)
, (2.28)

where (s∗, σ∗) = θ∗ are kernel parameters, ∗ ∈ {l, d} indicates the corresponding Gaus-

sian process.

In these series of experiments we first tuned the model on the training samples, then

varied some hyperparameters while kept others fixed to their values obtained during

the training. While ρ was varied, parameters of kernels were fixed. While θl = (sl, σl)

was varied across the grid of sl and σl values, parameters of kd and ρ were fixed and

vice versa for θd = (sd, σd). Eventually, for each combination of hyperparameters we

estimated model’s performance on the corresponding validation samples.

Figures 2.10 and 2.11 show a typical sensitivity of model’s performance on the validation

set with respect to the hyperparameters ρ,θl,θd for cases with low or moderate noise
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Figure 2.10: Sensitivity of model performance to its hyperparameters in case of low
or moderate noise in low-fidelity labels. Curves of different shades in figures 2.10b and
2.10c are associated with the the log-scale coefficient (s∗ in (2.28)) of the corresponding
kernel. Red mark indicates parameters and performance of the tuned model during the

training.
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Figure 2.11: Sensitivity of model performance to its hyperparameters in case of high
noise in low-fidelity labels. Curves of different shades in figures 2.11b and 2.11c are
associated with the the log-scale coefficient (s∗ in (2.28)) of the corresponding kernel.
Red mark indicates parameters and performance of the tuned model during the training.

and the case with high noise in low-fidelity data respectively. The former cases are

characterized with low local sensitivity to ρ and a sharp decrease in performance when

its sign changes; performance is also more sensitive to the parameters of kl than to those

of kd. For latter cases the situation is opposite: the performance is more affected by

local changes in ρ, regarding kernels the model is vice versa more sensitive to parameters

of kd than those of kl.

2.3 Conclusions

Multi-fidelity modeling of discrete response surfaces can become useful in a number of

applied disciplines, yet such methods have got little attention so far. In this work, we

extended Laplace inference algorithm for classification based on GPs to make it work

with multi-fidelity data. By modeling latent GPs dependency with a co-kriging schema,

which has been used previously for multi-fidelity regression, our method can identify

not only the overall relevance of low-fidelity data, but resolve local item-dependent

discrepancies between fidelities due to inference on residual Gaussian process δ.
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We evaluated our method on multiple artificial and real datasets with natural and var-

ious levels of simulated noise and compared its performance with a number of baseline

approaches and state-of-the-art methods. We also experimentally studied under which

conditions adding noisy low-fidelity to the training set increases quality on the top of

high-fidelity data classification. Depending on the dataset nature, MF gpc can alternate

its performance with respect to other methods, however, it is more resistant to different

noise levels in low-fidelity labels. That is, when the classifiers based on GPs can learn

datasets well, MF gpc has a top performance, whereas in other cases our method is on

par with the considered methods.



Chapter 3

Multi-fidelity active search

Can a system discover what a user wants without the user explicitly issuing a query?

A recommender system proposes items of potential interest based on past user history.

On the other hand, active search incites and learns from the user feedback in order

to recommend items that meet a user’s current tacit interests, hence promises to offer

up-to-date recommendations going beyond those of a recommender system. Yet extant

active search methods require an overwhelming amount of user input, relying solely on

such an input for each item they pick.

Consider the following scenario. A user visits an online bookstore looking for a new

novel to buy. Given the large collection of options that the bookstore offers, it is very

difficult to identify interesting titles. Keyword search provides a starting point, but still,

the returned results may be too many to sift through. On the other hand, faceted search

creates fixed views of the book catalog that do not zoom in on the books that would

be of interest to the user. Similarly, lists of popular or highly-rated books offer general

recommendations. These interfaces may serve as a good starting point but are far from

helping the users quickly complete their task.

A way to meet the user’s intent is to employ a recommender system [58]. However, the

recommender systems require a high computational cost for retraining. Ideally, a system

should interact with and learn from the user, seeking the user’s feedback to assess its own

guesses about the user’s interests. That is the idea behind active search [13, 16, 59, 60]:

an online learning mechanism that, given a set of items, a similarity measure between

them, and previous user feedback, iteratively chooses the next item to present to the user

for evaluation. This mechanism balances curiosity for unexplored items (exploration)

with the need to meet the user’s needs through this interaction (exploitation). The

goal is to maximize a cumulative relevance function over all presented items until the

user quits. Since the previous choices affect the following ones, active search is more

30
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than a Markov Decision Process (MDP) [61]. The state-of-the-art active search method,

GP-Select [16], models the user utility as a sample from a Gaussian Process and applies

Gaussian Process Regression (GPR) to address the exploration–exploitation dilemma.

However, the conventional active search methods expect the user to provide the whole

input they receive. This requirement imposes an overwhelming burden on the user. The

question arises: Could we combine the user’s feedback with insights extracted from other

information sources in an online manner, so as to alleviate the burden on the user and

deliver highly relevant results within a few interactions?

In this chapter, we propose an active search method that merges user inputs with those

derived from other sources, as from a recommender system, so as to learn a continuous

relevance score function that captures the user’s interests. We treat the problem as one

of regressions and apply the toolbox of Gaussian process regression with multiple target

variables, i.e., co-kriging. The use of co-kriging is motivated by several applications

in engineering and justified in terms of both conditional expectation and maximum-

likelihood estimation [62, 63]. Our design belongs to the class of multi-fidelity methods

[62, 64, 65], in which a low-fidelity function simulates expensive high-fidelity operations

(e.g., car crash tests), so as to reduce the required amount of high-fidelity evaluations.

Likewise, we bolster high-fidelity user evaluations by integrating them with correlated

low-fidelity system-derived evaluations.

The low-fidelity function is learned contemporaneously with the high-fidelity function,

also in active fashion. Our experiments with real and simulated user interactions show

that this Multi-Fidelity Active Search with Co-kriging (MF-ASC) mechanism outper-

forms the state of the art under reasonably correlated fidelities.

3.1 Multi-fidelity active search and optimization methods

We survey the related work on active search and multi-fidelity optimization. Table 3.1

gathers together previous works’ characteristics.

3.1.1 Active Search

Online similarity learning. Online methods learn by interacting with the user. Min-

dReader [71] learns a distance function among the items in a database and the example

items provided by the user, thereby inferring an implicit query expressed by weights

over attributes. Other works follow a similar approach to similarity learning [72, 73].
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Active Search Regression Multivalued Bayesian Multifidelity Cokriging

Similarity
learning

8 8 4 4 8 8 8

SVMact [66] 4 8 8 8 8 8 8

BOAS [13] 4 4 8 8 4 8 8

Soft-
Label [59]

4 4 8 8 8 8 8

GP-
SOPT [60]

4 4 4 8 4 8 8

GP-Se-
lect [16]

4 4 4 4 4 8 8

MF-
UCB [67]

4 8 4 4 8 4 8

MISO [68] 4 8 4 4 4 4 8

MF-PES [69] 4 8 4 4 4 4 8

MF-GP-
UCB [70]

4 8 4 4 4 4 8

MF-ASC 4 4 4 4 4 4 4

Table 3.1: Related work with present (4) and absent (8) affordances.

Such online learning methods adapt to user feedback, yet do not adaptively determine

what feedback to ask for.

Classificatory Active Search. Active learning incrementally selects data items to

learn from based on the previous observations [3]. Active search applies active learning

to arrive at apt search results under a limited budget of the user feedback [59], balancing

exploration of the user feedback on unknown values to improve its model and exploitation

of that model to collect high-utility items. SVMact [66] applies active learning to train

a Support Vector Machine binary classifier. Bayesian Optimal Active Search (BOAS)

[13] applies Bayesian decision theory to active search for the binary classification; Wang

et al. [59] extend this idea to the graphs with a soft-label model by which the labeled

nodes influence a query node in a manner diminishing by distance. Yet, such approaches

collect the binary user feedback and predict utility by means of the binary classification

[16].

Regressive Active Search. LinUCB [74] first proposed a ridge-regression technique

with an upper confidence bound for recommendation by multi-armed bandits. GP-Se-

lect [16] models the user utility as a sample from a Gaussian Process and applies Gaus-

sian Process Regression to address the active search exploration–exploitation dilemma.

GP-SOPT [60] applies similar ideas on graphs, yet uses the binary user feedback values,

even while predicting such values by regression. Thus, no previous work conducts active

search on graphs using regression-based prediction and multi-valued reward values at the

same time. Besides, these methods can only improve their predictions by accumulating

the user feedback.
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3.1.2 Multi-fidelity optimization

Multi-fidelity optimization is applied in the design of complex systems [64], where a

computationally expensive high-fidelity objective function is approximated by a less

expensive low-fidelity function and a few high-fidelity samples. For instance, in aero-

nautical design minimizing friction at supersonic speed, the high-fidelity function is a

measurement on an aircraft wing, while the low-fidelity function is a computer simula-

tion [75].

MF-UCB [67] first introduced an upper confidence bound for multi-fidelity function op-

timization by multi-armed bandits. MF-GP-UCB [70] improved this bound further ap-

plying predictions based on Gaussian Process Regression. Such works combine multiple

inputs of diverse fidelities in order to achieve an optimization objective. However, they

assume that those diverse inputs are samples from the same distribution, arising out of a

single phenomenon. Thus, they disregard the potential different nature of such fidelities.

By contrast, co-kriging treats multi-fidelity sources properly as samples from the diverse

correlated phenomena. Besides, such function optimization methods are designed with

an objective of function optimization rather than active search, i.e., they do not directly

apply to a cumulative objective as required by active search. Similarly, MF-PES [69]

performs function optimization by minimizing the predictive entropy, while posing re-

strictive assumptions on its objective function; thus, MF-PES cannot accommodate an

active search objective either. Last, MISO [68] performs function optimization by com-

bining multiple sources, yet it applies gradient-based optimization in order to calculate

its acquisition criterion; thus, it is inappropriate for online active search applications

where a gradient of the user interest cannot be derived conveniently. Overall, to our

knowledge, no previous work conducts active search by combining multi-valued reward

values via regression.

3.2 Problem statement

Active search is a process that progressively learns and meets the user’s tacit interests.

To do so, it seeks the user feedback on its own guesses, balancing exploration of the

unknown with exploitation of the known. The user provides feedback by means of an

undisclosed user evaluation function w : X 7→ [0, 1] on any item x in a dataset X . By

our multi-fidelity design, the system also holds an internal approximation of the user

relevance score, w̃ : X 7→ [0, 1]; we discuss w̃ candidates in Section 3.4.

At each step the system retrieves an item x ∈ X from the dataset, obtains its score either

from the user or internally from w̃, and pays a fixed operation cost, c ∈ R+ for asking
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the user and c̃ ∈ R+ for an internal evaluation, incurred, e.g., by a cloud computing

service. The system may request the evaluation of the same item x ∈ X twice, once

from the user and once internally; these two choices correspond to the high-fidelity (ϕH)

and low-fidelity (ϕL) strategy, respectively. We call the set of items evaluated by the

user so far SH ⊆ X , and the set of items evaluated by the system SL ⊆ X . The utility

of a subset S ⊆ X is the total relevance of items in the S, U(S) =
∑

x∈S w(x). We aim

to find a policy for selecting SH and SL that are expected to gain the highest utility by

the end of the interaction, under a given budget Λ:

argmax
SHSL⊆X

U(SH) subject to c|SH |+ c̃|SL| ≤ Λ

The utility involves only SH since the user sees only SH ; internal low-fidelity evaluations

of SL are undisclosed to the user, to avoid any unconscious bias. Finding the optimal

policy is computationally intractable even for binary w; some works approximate the

optimal plan with one-step lookahead [76] or heuristic methods [77].

3.3 Multi-fidelity active search framework

Our framework of Multi-Fidelity Active Search with Co-kriging (MF-ASC) seeks and

learns from the user feedback using two instruments: an action engine that implements

a policy and an approximate relevance function w̃(·) that estimates the user evaluation

w(·).

Figure 3.1: A step of the action engine at time t used for recommendation. The data
X is a matrix of users and item ratings. MF-ASC selects one book to be rated, and
the system either shows the item to the user for evaluation (when t mod r = 0) or

evaluates it internally with low fidelity.
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3.3.1 The action engine

The action engine selects items for evaluation; it overcomes the problem’s intractability

and addresses the exploration-exploitation dilemma using the acquisition criterion of

[78], also used in GP-Select [16]. Our contribution with respect to [16] is that we

provide the means to integrate high- and low-fidelity sources by Bayesian multi-fidelity

inference. A parameter r ≥ 0 determines the ratio of low-fidelity to high-fidelity calls;

this parameter can be fixed in advance or decided by the user. The problem of adapting

r to given needs is orthogonal to our work.

Algorithm 2 presents our action engine. For each fidelity choice, it first computes the

parameters of a regression model using the current state information (Lines 2 and 6); it

returns the item x ∈ X that maximizes an Upper Confidence Bound (UCB)1 acquisition

criterion [78] by the regression model for either fidelity, excluding previously chosen

items (Lines 3, 8, 10). The βt parameter balances exploration and exploitation: large

βt favors exploring items having high σ(x), i.e., uncertainty about their relevance, while

small βt favors exploiting items having high µ(x), i.e., value of relevance.

We emphasize that our system design is independent of the choice of acquisition criterion.

A choice better than UCB would improve performance while leaving the multi-fidelity

inference mechanism intact. Yet UCB yields strong regret guarantees, as we explain in

Section 3.3.3.

1For t = 0, when no evaluation has been already provided, it returns a random item.
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Algorithm 2 Action engine

Input: Data X , SH , SL, k0, Time t

Params: Fidelity ratio r

1: if t mod r = 0 then

// Where ρ is obtained by eq. (3.7), µ(x)← µw(x); σ(x)← kw(x, x)

2: (ρ, µ, σ)←MF-Infer-High(SH , SL, k0)

// Acquisition criterion in [78]

3: xt ← argmax
x∈X\SH

µ(x) + βtσ(x)

4: SH ← SH ∪ {xt}
5: else

// Where µ(x)← µw̃(x); σ(x)← kw̃(x, x);

6: (µ, σ)←MF-Infer-Low(SH , SL, k0)

// If negative correlation return lower-confidence bound

7: if ρ > 0 then

8: xt ← argmax
x∈X\SL

µ(x) + βtσ(x)

9: else

10: xt ← argmin
x∈X\SL

µ(x)− βtσ(x)

11: end if

12: SL ← SL ∪ {xt}
13: end if

3.3.2 Multi-fidelity inference

We now discuss the details of our inference model. To estimate the value and uncertainty

of the relevance score at each node, with either fidelity, we assume that score at time

t is a random variable sampled from a Gaussian distribution, and apply co-kriging [62]

(i.e., Gaussian process regression over multiple target variables) informed by the data

structure and previous scores.

Prior Distributions

We assume that similar items are more likely to get the same score. Then, the prior

joint probability distribution of the relevance score function w is a Gaussian N (0,K)

with mean 0 and a covariance matrix K reflecting item similarity. To capture this

similarity, we face a choice between (i) implicit parameterization, which constructs a

covariance function directly from the item matrix; and (ii) explicit parameterization

p : X → Rm, which first embeds items in a low-dimensional vector space and then

applies a parametric covariance function (kernel) k on each pair of items xi, xj ∈ X
— typically a squared exponential kernel k(xi, xj) = ηe−θ||p(xi)−p(xj)||

2
— to compute

a covariance matrix K = [k(xi, xj)]
|X |
i,j=1, while estimating kernel parameters {η, θ} by

maximum likelihood estimation [62]. Explicit parameterization is flexible due to its
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tunable parameters. On the other hand, it is complicated and incurs information loss

as a result of embedding.

We opt for a compromise between the explicit way (which considers relations between

all item pairs) and the implicit way (which considers only adjacency connections): first,

we compute a similarity matrix S, that contains pairwise similarities among all items in

the dataset X (examples are discussed in Section 3.4). Then we extract the Laplacian

of S, L = D−S, where D is a diagonal matrix obtained by summing the values in each

row of S, Dii =
∑|X |

j=1 Sij . Last, we compute a covariance matrix from the Laplacian of

S, K0 = (L + λI)−1, where λ is a regularization parameter that determines how much

credit is to be given to S. Henceforth, we denote the corresponding kernel function

defined on pairs of the dataset as k0.

Posterior Distributions

We now obtain the means µ and standard deviations σ of the posterior probability

distributions for relevance score random variables at time t, based on Gaussian priors

and the sets of items SH and SL evaluated at time t. We represent the user and system

scores for all items SH and SL evaluated by time t as a vector y = (yL,yH)>, where

vector yL holds low-fidelity evaluations and vector yH holds high-fidelity ones.

Low-Fidelity Inference (MF-Infer-Low). Let tL be the number of items evaluated

by low fidelity at time t; assuming without loss of generality that the order of items

keeps the evaluated ones before the rest, we denote:

kw̃(x) = [k0(x1, x), ..., k0(xtL , x)]> (3.1)

Kw̃
0 =

[
k0(xLi , x

L
j )
]tL
i,j=1

(3.2)

Kw̃
0 is a square matrix made out of the contents of the covariance matrix K0 for items

already evaluated by low fidelity at time t. By Bayesian inference calculations [63], the

parameters of the low-fidelity posterior distribution ∼ N (µw̃,Kw̃), are

µw̃ =
[
µw̃(xi)

]|X |
i=1

; µw̃(x) = (kw̃(x))>(Kw̃
0 + σ2

nI)−1yL (3.3)

Kw̃ =
[
kw̃(xi, xj)

]|X |
i,j=1

; kw̃(xi, xj) = k0(xi, xj)−kw̃(xi)
>(Kw̃

0 +σ2
nI)−1kw̃(xj) (3.4)

where σ2
n denotes the variance of noise associated with the model. We give Equation

3.4 in its general form, yet calculate only the diagonal entries kw̃(x, x) of this covariance

matrix, as we only need the variance values in single items (Algorithm 2, Lines 2 and 6).

High-Fidelity Inference (MF-Infer-High). Next, we assume that the high-fidelity

(user) score function w(·) is correlated with the low-fidelity (system) score function w̃(·),
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and exploit this correlation for inferring high-fidelity. The user score should then be a

linear combination of two independent stationary Gaussian processes over the items X ,

namely w̃(·) scaled by a factor ρ and a Gaussian process δ capturing the said correlation;

thus, for an item x∈X :

w(x) = ρ · w̃(x) + δ(x). (3.5)

As noted in the paragraph about the prior distributions, the priors of w̃ and δ when the

interaction starts, based on item similarities, are Gaussians. Let f denote either w̃ or δ.

Then f = (f(x1), ..., f(x|X |)) ∼ N (0,K0), thus,

Pr{f=z}∝exp
(
−1

2

(∑|X |
i,j=1 Sij(z

2
i−zizj)+λ

∑|X |
j=1 z

2
j

))
, (3.6)

where z = (z1, ..., z|X |) ∈ R|X |, λ is the regularization parameter in the computation of

K0 from the Laplacian of S. The co-kriging correlation (Eq. 3.5) allows us to build the

inference of high-fidelity user relevance on the top of the low-fidelity one. We calculate

ρ as:

ρ =
(yH)>Kδ

0 µ
w̃(SH)

(µw̃(SH))>Kδ
0 µ

w̃(SH)
, (3.7)

where µw̃(SH) = [µw̃(xH1 ), ..., µw̃(xH
tH

)]> and Kδ
0 is made out of the contents of the

covariance matrix for items already evaluated by high fidelity at time t, [k0(xHi , x
H
j )]t

H

i,j=1.

Eventually, we obtain high-fidelity posteriors, µw(x) and kw(xi, xj), as in equations (3.3)

and (3.4), using the vector [yL,yH ] obtained concatenating vector yL and yH in place

of yL and the following combined covariances in place of kw̃ and Kw̃
0 , respectively:

kw(x) =

(
ρKw̃

0 (SL, {x})
ρ2Kw̃

0 (SL, {x}) + Kδ
0(SH , {x})

)
(3.8)

Kw
0 =

(
Kw̃

0 (SL,SL) ρKw̃
0 (SL,SH)

ρKw̃
0 (SH ,SL) ρ2Kw̃

0 (SH ,SH)+Kδ
0(SH ,SH)

)
(3.9)

where K(A,B) denotes the matrix [k(ai, bj)]i,j of pairwise correlations between items

in sets A and B. These results conclude our discussion of multi-fidelity inference (i.e.,

Lines 2 and 6 of Algorithm 2). We reiterate the fact that, low-fidelity calculations are

also appropriately used in high-fidelity inference.

3.3.3 Algorithm Complexity and Regret Guarantees

The complexity of MF-ASC depends on the outlined inference method, which computes

the posterior at each iteration of Algorithm 2 and applies it to eligible nodes (Line 3).

This computation takes O(|Xt|3 + |X | · |Xt|2), where Xt = SH ∪ SL is the set of low-

and high- fidelity evaluations performed by time t, |Xt|3 stands for matrix inversion in
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equations 3.3 and 3.4, and |X | · |Xt|2 stands for matrix-vector multiplications for each

x ∈ X . We reiterate that, as we need to know only the variances in items, we only need

to calculate the posterior covariances along the diagonal. Hence, the overall complexity

of MF-ASC per iteration is O(|Xt|3 + |X | · |Xt|2); that is cubic only in the number

of evaluations, which is constrained by the budget Λ; the complexity is linear in the

number of nodes.

Since the datasets are finite discrete structures, the regret bounds in [78] are attributable

to our method. Thus, if we set the exploration-exploitation tradeoff parameter to βt =√
2 log(|X |t2π2/6δ), then our action engine has a regret guarantee O(

√
TγT log |X |)

with probability 1− δ, where T is the number of user interactions, γT = 1
2

∑T
t=1 log(1 +

σ−2
n σt−1(xt)), and σt−1 the posterior variance at time t− 1 (Algorithm 2, Line 2).

3.4 Applications of MF-ASC

MF-ASC facilitates effective active search on different data types. An exhaustive study

of data types to use our framework on is outside the scope of this work. Here, we suggest

two practical domains: consumer recommendation and information graph exploration.

The framework has two key components: a similarity function defined between pairs of

objects and fidelity functions. The low-fidelity function, in particular, is critical for the

quality of predictions. An inadequate choice would let the posterior estimates degenerate

to a random predictor [17], due to the correlation by co-kriging (Equation (3.5)). An

effective low-fidelity function may be based on historical user interactions, such as query

logs and domain knowledge. The design of such an elaborate fidelity function falls

outside the scope of this work. We present a general framework and instantiate it with

uncomplicated functions to highlight the benefits of the framework as such.

3.4.1 Case 1: Consumer Recommendation

We first apply our active search framework in the domain of a classical consumer-rating-

based recommender system. A conventional recommender system estimates user pref-

erences based on the previous interactions only. The data X is a matrix of users and

items, where each user expresses preferences on one or more items. We show the effect

of upgrading such a system with our MF-ASC mechanism: the system itself provides

a low-fidelity input, while it also invites the user to score the selected items, so as to

progressively learn the user’s current preferences and improve its recommendations.
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Similarity function. In general, the similarity between items can be obtained from

their attributes. The particular form of similarity depends on the downstream appli-

cation. In collaborative filtering recommendations, one can obtain similarity from the

distance between items’ latent factors, constructed, e.g., by Singular Value Decomposi-

tion (SVD) of the user-item preference matrix [79].

Fidelity functions. In this case, we take the predictions of a conventional recommender

algorithm as the low-fidelity function and real user’s input as the high-fidelity function.

3.4.2 Case 2: Information Graph Exploration

Next, we expand our study to the domain of information graphs. An information graph

is a quadruple G : 〈V,E, φ, ψ〉, where V is a set of nodes, E ⊆ V × V is a set of

edges, φ : V 7→ LV , ψ : E 7→ LE are node and edge labeling functions, respectively.

Information graphs present a particularly hard domain for learning algorithms due to

their high dimensionality and non-trivial structural relationships. We show the effect of

applying MF-ASC for search over such a structure; in the absence of rating data, we

simulate the low-fidelity input that a recommender system would provide as a corrupted

version of the user’s high-fidelity input.

Similarity function. We compute a node similarity matrix S (Section 3.3.2) in a

semi-supervised manner: We add an edge between nodes with probability proportional

to the Jaccard similarity of their textual labels; in case of multi-attribute nodes, we take

the weighted sum of the Jaccard similarities among attributes of the same type. Then

we extract a node2vec [80] 50-dimensional embedding, using 50 random walks of length

10 from each vertex, window size 5, and a skip-gram model with negative sampling 5.

Last, cosine similarities of node embeddings give the entries of S.

Fidelity functions. We represent a user’s intentions via an intended set I, i.e., a set of

nodes that the user tacitly wants to find. We construct I as the result of a query, which

the user is presumably unable to formulate explicitly, and simulate the high-fidelity score

w for a vertex v as the average cosine similarity from v to nodes in I, normalizing all

scores to [0, 1].

A low-fidelity function should approximate the preferences of a user. We derive such

functions from high-fidelity ones by introducing controlled errors, using a k-nearest-

neighbor (kNN) approach: for a given node v, we remove ` nodes from the set of its

k NNs, and calculate low-fidelity values as the average of high-fidelity values for non-

removed neighbors; by tuning ` ≤ k and k, we obtain low-fidelity functions with an

arbitrary correlation to high fidelity.



41

3.5 Experiments

3.5.1 Experimental methodology

We experiment with real and simulated users, on both consumer recommendation and

information graph exploration. We measure the quality of obtained output in terms of

relative regret. The regret is the deviation of utility from the optimal utility. We compute

the optimal utility U∗Λ for a given budget Λ by summing the relevance values w of the

ground-truth top-Λ nodes; then, the regret is U∗Λ − UΛ, where UΛ is the sum of utilities

attained by the evaluated method by the end of the interaction. Then the relative

regret is the ratio between the obtained regret and the average regret of the random

method Rand over 50 runs:
U∗Λ−UΛ

U∗Λ−U
Rand
Λ

. In each experiment, we report the average

over examined instances; occasionally, we refer to this average relative regret simply as

Regret; dashed curves show the 0.2- and 0.8-quantiles for corresponding curves of the

same color. Relative regret measures performance with respect to a random acquisition

criterion; the line Regret=1 represents the performance of Rand. In Section 3.5.6 we

also report Recall@Λ, i.e., the ratio of relevant items (i.e., items in the intended-set) in

the top-Λ elements returned by each method. We also report the time needed to select

the next item to evaluate and analyze the scalability of the methods in Section 3.5.9.

Datasets. We experiment on three datasets with real user data:

• Yahoo: The Yahoo music dataset from the KDD-Cup 2001 [81], containing song

ratings on a scale from 0 to 100. We extracted 5% of the most active users and the most

rated songs, obtaining 50k users and 31k songs.

• Yelp: A dataset from Yelp challenge2 containing business ratings on a scale from

1 to 5. We selected users and businesses that have at least 100 reviews, obtaining 68k

users and 12k businesses.

• ACL3: A graph expressing the research interests of 28 researchers across 597 pa-

pers published in the Association for Computational Linguistics conference from 2000

to 2006, presented as lists of paper IDs; we used these lists as intended sets. We ex-

tract similarities among papers using the full graph to which they belong, including

papers from other venues, and use the papers’ term-frequency feature vectors for cosine

similarity calculations (see Section 3.5.3).

In addition, we have devised simulated user data with these real-world graph data:

2https://www.yelp.com/dataset challenge
3http://www.comp.nus.edu.sg/ sugiyama/SchPaperRecData.html, ‘dataset 1’



42

• Freebase: We downloaded a snapshot of the Freebase4 knowledge graph and ex-

tracted a computer domain, FB-Comp, containing information about computer models,

manufacturers, software, and hardware, as well as a fiction domain, FB-Fict, containing

information on novels.

• Microsoft Academic Graph: We extracted two samples from a network5 of au-

thors, publications, affiliations, and venues: MAG is a subgraph related to Computer

Science conferences, with a taxonomy of topics related to keywords; MAG-Sm is a subset

of MAG containing only papers. We calculate similarities among nodes in MAG-Sm using

edges in MAG as well.

The table below lists the characteristics of graph datasets: number of edges |E|, vertices

|X |, node labels |LV |, edge labels |LE |; avg, min, and max node degree; modularity [82];

and density, |E|/
(|X |

2

)
.

Size Degree
Dataset |V | |E| |LV | |LE | Avg/Min/Max Mod. Density

FB-Comp 9.7k 18k 9.7k 70 3.7/1/1082 0.70 4× 10−4

FB-Fict 2.5k 16k 2.5k 74 13.2/6/1081 0.63 5× 10−3

MAG 6k 14k 6k 5 4.8/1/391 0.69 8× 10−4

MAG-Sm 1.1k 3.8k 1.1k 1 -/-/- - -
ACL 597 614 597 1 -/-/- - -

User simulation. On graph data with simulated users, we construct simulated user

feedback as a preference score w arising from a structured query on the graph, as dis-

cussed in Section 3.4.2. We sample 5 nodes uniformly at random from the set of query

results and use them as the initial set with all methods. We hand-crafted 25 queries for

FB-Fict, 17 for FB-Comp, 19 for MAG, and 43 for MAG-Sm. All constructed queries for

the first three datasets return at least 15 results with no or little overlap. The table

below shows examples of such queries.

Dataset Query description

FB-Comp Programming languages influenced by Python.
Soft with open source license.

FB-Fict Fiction characters who have a super ability to fly.
Fiction characters who are parents of students.

MAG Authors that published papers alone.
Affiliations in Germany related to Genomics field.

MAG-Sm All papers from field Anomaly Detection.
All papers from field User Modeling.

3.5.2 Implemented algorithms

We implemented a baseline method, a degenerate (randomized) active search variant,

two single-fidelity active search algorithms derived from previous works, and a multi-

fidelity method designed for function optimization adjusted to active search purposes.

In particular, we compare MF-ASC against the following contestants:

4https://developers.google.com/freebase/data
5https://www.microsoft.com/en-us/research/project/microsoft-academic-graph/
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• LabelProp: a baseline method that applies label propagation [83] with a k-nearest-

neighbor kernel at each iteration and returns the node having the maximum probability

to belong to Class 1 for user evaluation. We embed the similarity matrix S in a 2-

dimensional6 space using t-SNE [84] and run the implementation of label propagation in

scikit-learn7. As the algorithm is designed for classification, we convert user evaluations

provided at previous iterations to binary, marking a node as positive (class 1) if its user

relevance score deviates from the maximum by at most 0.1.

• Rand: a method with an acquisition criterion that randomly selects a node to be

evaluated.

• GP-SOPT: the single-fidelity active search method in [60] that uses the Laplacian of

the data set’s similarity matrix S and a σ-optimality criterion. We include this method in

our study for the purpose of establishing the superiority of the UCB acquisition criterion

of the σ-optimality criterion. We do that by constructing the following single-fidelity

active search method, which represents the best of previous work.

• GP Lapl: a single-fidelity active search method that combines the best choices of

previous work: applies the UCB acquisition criterion, as GP-Select [16], and represents

the data set by the Laplacian of its similarity matrix S, as GP-SOPT [60]. We set

βi = 0.01, as explained in the paragraph below. The default form of GP Lapl operates

with high-fidelity input only, i.e., with user input as an active search method. We

also create a variant, LF-only, that works with low-fidelity input only, ergo like a

conventional recommender system that does not request an online user input.

• MF-GP-UCB: the state-of-the-art multi-fidelity function optimization method [70].

We adjusted the algorithm to an active search setting by disallowing the querying of the

same item and fidelity pair more than once.

In order to make a fair comparison, we tune GP Lapl on the best value of the exploration-

exploitation tradeoff βt. Recall that a large βt favors exploration, skewing the selection

towards nodes with high uncertainty. Figure 3.2 reports the results on the largest (FB-

Comp) and the smallest (MAG-Sm) dataset; we witnessed similar performance for the

other datasets. We note that βt ∼ 0.01 is the optimal choice for GP Lapl; thus, we set

βt = 0.01.

6We tried higher dimensionality, without much improvement, hence we sticked to 2.
7http://scikit-learn.org/stable/modules/label propagation.html
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Figure 3.2: Regret of GP Lapl vs. Λ and βt.

Parameter settings. We set c = 1 and c̃ = 0, hence the budget Λ expresses the number

of user interactions. We set βt to 0.001 for high-fidelity and 0.01 for low-fidelity, steering

low-fidelity evaluations towards exploration and high-fidelity ones towards exploitation;

other values yielded worse results. We set the regularization parameter λ to 0.01, as

in [60]. Unless otherwise indicated, we set the fidelity ratio in Algorithm 2 to r = 5,

corresponding to one round of user feedback for every 5 low-fidelity evaluations. We

assume a default correlation of 1 between the two fidelities. We delve into the effect

of different correlation values in Section 3.5.7. Last, we deem the computation of the

similarity matrix S in Section 3.4 as preprocessing for all algorithms.

The table below provides the default parameter values used in the experiments unless

otherwise stated.

Parameter Default value Meaning

c 1 User evaluation cost
c̃ 0 System evaluation cost
βt high-fid: 0.001;low-fid: 0.01 Exploration/exploitation tradeoff (Alg. 2)
r 5 Low-high fidelity ratio (Alg. 2)
λ 0.01 Regularization parameter for K0

Summary of results. Our results with real-user data, reported in Section 3.5.3, con-

firm the advantage gained over the single-fidelity method, GP Lapl, as well as over the

multi-fidelity method MF-GP-UCB by using co-kriging for fidelity fusion. Section 3.5.4

investigates our choice of the acquisition criterion, showing that the GP Lapl acquisi-

tion criterion we employ is preferable to that of GP-SOPT. In Section 3.5.5 we study

the effect of the fidelity ratio r. Section 3.5.6 establishes the superior performance of

MF-ASC over state-of-the-art methods in an ideal case, while Section 3.5.7 shows that

MF-ASC can predict simulated users up to 3× faster if the correlation between low- and

high- fidelity is at least 0.5. Section 3.5.8 illustrates that MF-ASC outperforms single-

fidelity methods even when the simulated user input is discretized. Last, Section 3.5.9

shows that MF-ASC achieves real-time performance with a fast learning rate.
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3.5.3 Real User Preferences

First, we test algorithms on preferences derived from real users on the domains discussed

in Section 3.4: consumer recommendation and information graph exploration.

Consumer Recommendation. In this experiment, we use the Yelp and Yahoo data.

High-fidelity evaluations are provided by recorded user-item ratings. Since these ratings

are incomplete, we restrict the search area of the high-fidelity function during tests

for all algorithms, so that they only query high-fidelity for items on which there is a

recorded user score. Thus, we use the score that the real user in question would provide.

On the Yelp data, we define the low-fidelity function as the average score of an item

(i.e., business) by all friends of a user, if any. We obtain a low-fidelity function on the

Yahoo data by partitioning it into training (60%) and testing (40%) parts along the time

dimension. Testing data provide high-fidelity evaluations, while training data provide

low-fidelity predictions on the testing data by means of collaborative filtering with SVD.

We test on 30 randomly selected users for each dataset. Here, we set c = 5
6 and c̃ = 1

6

in MF-GP-UCB, which balance low-fidelity calculations in the same manner as r = 5

does in MF-ASC. Figure 3.3 presents our cumulative results. On both data, MF-ASC

outperforms LabelProp and MF-GP-UCB, as well as the random baseline by a wide

confidence margin. On the Yahoo data, the single-fidelity method, GP Lapl, performs

better than multi-fidelity methods. This is due to weak correlations between low and

high fidelity: the average Pearson coefficient between fidelities on the Yahoo data is 0.13,

whereas on the Yelp data it is 0.4. Therefore, on the Yahoo data, multi-fidelity methods

cannot regain the budget spent on exploring the dependence between fidelities. Despite

this poor performance of multi-fidelity methods on the Yahoo data, MF-ASC clearly

outperforms MF-GP-UCB. This result testifies the virtues of the co-kriging approach

to data source fusion.

LabelProp GP Lapl MF-ASC MF-GP-UCB

Yelp

R
eg

re
t

Budget Λ

Yahoo

Budget Λ

Figure 3.3: Relative regret vs. Λ on real datasets. Solid curves show the average and
dashed curves show the 0.2- and 0.8-quantiles.
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In the above, we examined a single-fidelity method that uses only the high-fidelity com-

ponent of MF-ASC. In order to complete our study, we need to also examine a single-

fidelity method that uses only the low-fidelity component of MF-ASC, hence behaves

like a traditional recommender system. Figure 3.4 presents our results with such a

method, LF-only. We observe that LF-only fares much worse than the active search

methods, reaffirming the advantage of active search over a conventional recommender

system.

LabelProp GP Lapl MF-ASC MF-GP-UCB LF-only

Yelp
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t

Budget Λ

Yahoo

Budget Λ

Figure 3.4: Relative regret vs. Λ on real data with LF-only. Solid curves show the
average and dashed curves show the 0.2- and 0.8-quantiles.

Information Graph Exploration. Here, we use the ACL dataset. We obtain high-

fidelity evaluations by averaging the term-frequency-vector cosine similarity between a

paper and the papers in a researcher’s intended set. Figure 3.5a shows the results for a

best-case scenario, where low-fidelity has correlation=1.0 with high-fidelity. In a more

realistic scenario, low-fidelity evaluations are derived by cosine similarity between a paper

and the researcher’s most recent papers (not the full list). Figure 3.5b shows the regret

difference between MF-ASC and GP Lapl per researcher in that case, color-coding

the measured (absolute) correlation between high- and low-fidelity. MF-ASC clearly

outperforms GP Lapl when the absolute correlation is greater than 0.75, consistently

with our observations on simulated user interests. This result is due to the sensitivity

of MF-ASC to noise in low-fidelity data. In a passive learning setting, the multi-

fidelity models perform not worse than the single-fidelity ones [11, 28], as the former are

reducible to the latter. However, in active learning, low-fidelity noise affects the search

on high-fidelity data.
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Figure 3.5: ACL with real-user intended sets.

3.5.4 Assessing selection strategies

We now proceed to an exhaustive experimental evaluation with simulated user data.

We first assess our choice of acquisition criterion vs. the σ-optimality criterion of GP-

SOPT [60]. We set GP-SOPT against GP Lapl [78], which uses the UCB criterion

that we have adopted in MF-ASC. We set the value of βt, which controls the exploration-

exploitation tradeoff in GP Lapl, to 0.01, as we reported in section 3.5.2. Figure 3.6

shows the results on MAG-Sm, tuning the GP-SOPT α and k parameters. Notably,

GP Lapl, represented by a black curve, outperforms all GP-SOPT variants, repre-

sented by solid-color curves. This result establishes that σ-optimality is inappropriate

for regression problems. Henceforth, we use GP Lapl as the state-of-the-art benchmark

combining the best practices of the previous works.
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GP-SOPT

k α k α

0.1 0.001 10 0.001

0.1 0.01 10 0.01

0.1 0.1 10 0.1

0.1 1 10 1

1 0.001 100 0.001

1 0.01 100 0.01

1 0.1 100 0.1

1 1 100 1

GP Lapl

Figure 3.6: Relative regret of GP-SOPT compared to GP Lapl on MAG-Sm for
different k, α. Solid curves show the average and dashed curves show the 0.2- and

0.8-quantiles.
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3.5.5 Effects of varying the fidelity ratio

Next, we study the effect of the budget Λ and fidelity ratio r on the regret of MF-ASC.

Figure 3.7 presents our results on MAG-Sm. Expectedly, the budget Λ, i.e., the number

of high-fidelity user evaluations, affects quality, achieving a 5-fold improvement from 10

to 100 queries. The ratio of low-fidelity queries per high-fidelity evaluation also has a

significant though gradually attenuated effect. This result justifies our choice of r = 5

as a default value that achieves a reasonable quality-speed tradeoff.
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Λ=10

Λ=20

Λ=40

Λ=100

Figure 3.7: Relative regret on MAG-Sm vs. r.

3.5.6 Effect of budget

We now commence our comparative evaluation of different methods, studying the effect

of the interaction budget Λ on performance. Figure 3.8 shows our results on average

relative regret and Recall@Λ (the share of found elements in the intended set) vs. Λ

on all datasets, setting MF-ASC against the best method derived from the state of the

art, GP Lapl, and the LabelProp baseline. We consider an ideal scenario when low-

fidelity is equal to high-fidelity. MF-ASC consistently outperforms both competitors

with a significant improvement over GP Lapl on all datasets. On the other hand,

LabelProp, being a passive method, shows the worst performance. We now commence

our comparative evaluation of different methods, studying the effect of the interaction

budget Λ on performance. Figure 3.8 shows our results on average relative regret and

Recall@Λ (the share of found elements in the intended set) vs. Λ on all datasets, setting

MF-ASC against the best method derived from the state of the art, GP Lapl, and

the LabelProp baseline. We consider an ideal scenario when low-fidelity is equal to

high-fidelity. MF-ASC consistently outperforms both competitors with a significant

improvement over GP Lapl on all datasets. On the other hand, LabelProp, being a

passive method, shows the worst performance.
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Figure 3.8: Relative regret and Recall@Λ vs. Λ in case low-fidelity is equal to
high-fidelity. Solid curves show the average and dashed curves show the 0.2- and 0.8-

quantiles.

3.5.7 Sensitivity to fidelities correlation

Thus far, we have used a low-fidelity function correlated to the simulated user input.

Here, we study the sensitivity to the correlation between the low- and high-fidelity

functions. Figure 3.9 reports our results vs. different handcrafted correlation values

and also different fidelity ratios r, ranging from r=1 (Figure 3.9a) corresponding to

one low-fidelity evaluation after each high-fidelity request, to r=10 (Figure 3.9d). The

results indicate that with a reasonably high correlation value MF-ASC outperforms

GP Lapl, while with lower values it does not fare so well. Besides, the advantage of

MF-ASC becomes evident at earlier interaction steps as more low-fidelity evaluations

are performed (Figure 3.9c).

GP Lapl MF-ASC-0.5 MF-ASC-0.75 MF-ASC-0.9 MF-ASC-1.0
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(a) Fidelity ratio r = 1

Budget Λ

(b) Fidelity ratio r = 3

Budget Λ

(c) Fidelity ratio r = 5

Budget Λ

(d) Fidelity ratio r = 10

Figure 3.9: Relative regret vs. Λ and fidelity correlation (shown by numbers in the
legend), MAG-Sm.

3.5.8 Sensitivity to score granularity

Our simulated user relevance score has hitherto been continuous. Still, real-world users

provide a granular input of a few grades [85]. We now examine the sensitivity of our

results to the granularity of the user input. Figure 3.10 reports our results with the
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Figure 3.10: Relative regret vs. Λ and number of discretized score values (shown by
numbers in legend) on MAG-Sm.

simulated user input discretized, with both MF-ASC and GP Lapl, for different gran-

ularities of this discretization as well as for different correlation values between high-

and low-fidelity scores. Note that regret is still calculated with respect to continuous

high-fidelity values. We also use continuous values for the low-fidelity scores as they are

specified by an internal model of the user which is expected to work with such continuous

values.

Notably, a discretization granularity of 2 levels (i.e. binary scores) gives poor quality,

whereas 3 levels achieve quality indistinguishable from that of 10 levels; that is also

virtually identical as that of the continuous case, which we omit from the figure as its

difference from the 10-level one is imperceptible. These results confirm that a continuous

user function, which we have used in the rest of our simulated-user studies, yields results

that we can also achieve with the kind of discrete input that real-world users provide.

In the complementary problem of function interpolation, the benefits of using a multi-

fidelity approach over a single-fidelity one were studied in [17]. That study shows that,

depending on the cost ratio of the high-fidelity function to the low-fidelity function and

the correlation between them, the multi-fidelity approach is beneficial, whereas when

the cost ratio or correlation is sufficiently low, multi-fidelity loses its advantage.

3.5.9 Scalability

Last, we evaluate MF-ASC on its ability to produce real-time answers with growing

budget Λ. Figure 3.11 shows our results on time per user interaction (i.e., high-fidelity

evaluation) vs. Λ, as well as its variance, on logarithmic axes. As expected (cf. Sec-

tion 3.3.3), the time per interaction of MF-ASC grows cubically in the number of

high-fidelity evaluations. As MF-ASC evaluates r=5 times more nodes than GP Lapl,

due to the low-fidelity internal evaluations, it incurs additional computational overhead.

However, this time remains within real-time performance. Even with the biggest dataset,

FB-Comp, time per interaction is less than 1 second.
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Figure 3.11: Time per iteration; shades denote 0.8 quantiles.

3.6 Conclusions

We proposed MF-ASC, an active search mechanism that integrates the user feedback

with information from an internal evaluation function via co-kriging Gaussian interpo-

lation, and thereby finds the results the user wants with the minimal user input. As

MF-ASC performs similarity computations in a preprocessing step, it faces no scalabil-

ity obstacle — its time complexity is cubic only in the size of the set of scored nodes; the

core motivation of this work is to ensure that this set is kept small. Our experimental

study on the real and simulated user data shows that MF-ASC surpasses the state of

the art, delivering highly relevant information after a few user interactions.



Chapter 4

Industrial applications of

multi-fidelity classification and

active search

This chapter describes three real projects and demonstrates the application of Bayesian

optimization and multi-fidelity active search and classification methods within them.

Section 4.1 shows the application of Bayesian optimization of a low-fidelity function for

the engineering design of the muon shield. Section 4.2 (in particular, 4.2.2.5 and 4.2.3.3)

demonstrates the application of multi-fidelity classification from chapter 2 to improving

quality of datasets for the data-driven rock-type identification project. Finally, section

4.3 (in particular, 4.3.4 and 4.3.5.5) shows how the multi-fidelity active search algorithm

from chapter 3 can be employed for reducing the costs of datasets annotation in the

directional drilling accidents prediction project.

4.1 Active muon shield optimization

The SHiP1 (Search for Hidden Particles) experiment [86] is designed to search for very

weakly interacting particles beyond the Standard Model [87] which are produced in a 400

GeV/c proton beam dump at the CERN SPS. The critical challenge for this experiment

is to keep the Standard Model background level negligible. In the beam dump, around

1011 muons are produced per second. The muon rate in the spectrometer has to be

reduced by at least four orders of magnitude to avoid muoninduced backgrounds.

1https://ship.web.cern.ch/
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The muon shield is a critical component of the SHiP experiment, which deflects the high

flux of muons produced in the target, that would represent a very serious background

for the particle searches, away from the detector. The shield consists of eight magnets

and each magnet is parameterised by seven geometric values: length, width, etc.

Since the cost of the muon shield is significant, our aim was to find the most efficient

solution at a lowest cost possible. The main goal of our research [88] was to find a

light and efficient magnetic shield. In order to achieve this, we applied a Bayesian

optimisation algorithm based on Expected Improvement criterion.

4.1.1 Data

For the evaluation of the shield performance we use 18 million simulated events passed

through the muon shield and measured at a scoring plane 64m downstream of the muon

shield at the z of the first tracking station of the spectrometer. The transverse (x, y)

position of muons is obtained at the first tracking station.

4.1.2 Optimization problem

The loss function depends on the physical performance of the shield and its weight as a

proxy for the cost.

L(W,Σ) = (1 + Σ)

(
1 + exp

(
W −W0

W

))
,

where Σ =
∑

µ σµ, σµ is an importance weight of the muon [4, 88], W is a weight of

configuration and W0 is a weight of a baseline configuration [4] shown in Fig.4.1a. The

weight of the baseline is about 1900 tons and Σ for the baseline is approximately equal

to 32.

The following problems are addressed during the optimisation: (i) Optimisation is per-

formed in 42-dimensional space (ii) Computation of the Σ is time consuming. (iii)

Computation of the Σ is noisy due to limited statistics in Monte - Carlo simulations.

4.1.3 Solution

To ensure a more even coverage of the muon phase space, the number of muons is capped

in bins of momentum and transverse momentum, and augmented through resampling

available muons in bins with low occupancy. This also reduces the overall number of
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muons to be simulated to about 500 thousand, and helps us to decrease the time of

computations by factor of 8 times in average.

In order to optimize the loss function, we applied a Bayesian optimization approach

based on surrogate modeling with Gaussian processes.

Several conditions on the family of priors that ensure convergence of the Bayesian opti-

mization to the optimum are specified in [89], they are satisfied by a Gaussian process

with a constant mean function. Therefore, the convergence is guaranteed when the prin-

ciple of the minimum expected risk is used, as, for instance, the expected deviation from

the global optimum:

xi+1 = argmin
x

E[‖f(x)− f(x∗)‖|Di] (4.1)

Expression 4.1 is computationally expensive since it requires estimation of f(x∗), thus

in the present work we replace this criterion with its common approximation called

Expected Improvement [90]:

xi+1 = argmin
x

E[max{0, f(x)− f(x+)}|Di], (4.2)

where x+ = max
j=1..i

yi Expected Improvement has also been shown to converge under

additional mild assumptions [91], but its main advantage is a closed-form expression,

that doesn’t require numerical integration:

E[max{0, f(x)− f(x+)}|Di] = σ̂2
N (x)ZΦ(Z) + σ̂2

N (x)φ(Z), (4.3)

where Z = f̂N (x)−f(x+)
σ̂2
N (x)

, φ and Φ are PDF and CDF of the standard normal distribution

respectively.

4.1.4 Results

The optimisation procedure is stopped after 5000 iterations. The obtained configuration

is found to be lighter by 25% than the baseline while having about the same rejection

capability as illustrated in Fig. 4.2. Fig. 4.1b illustrates the new found configuration.

4.1.5 Conclusion

Bayesian optimisation is a powerful tool which can be applied for the optimisation of

non differentiable functions. Usage of the additional low-fidelity source of information

can speed up the whole process of optimization, meanwhile high-fidelity source (expert

decision or extensive simulation) is crucial for the final validation. We have demonstrated
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(a) The baseline.

(b) The best found.

Figure 4.1: The SHiP muon shield shield configurations, see the description in [4].

that this method can be successfully applied even to the complicated real optimisation

problems in physics.

4.2 Rock type identification for directional drilling.

Oil and Gas reserves are becoming more complex for an efficient exploration with sig-

nificant financial margins nowadays. There is a number of examples when oil companies

have to approach thin oil/gas bearing layers of complex topology. These layers, or the

target intervals, can be as thin as a couple of meters. One of the common ways of

exploring such intervals is directional drilling [92].

The directional drilling aims to place a wellbore in a way that it has the maximal con-

tact with the thin target layer. The latter requires the wellbore trajectory to follow all

the folds of the layer as accurate as possible. To follow the folds, drilling engineers use

Logging While Drilling (LWD) data recorded by physical sensors placed on a borehole

assembly 15 m to 40 m behind the drilling bit. The sensor data is the source of infor-

mation on whether the sensors are within the oil/gas bearing formation or not. Based

on this information, engineers correct the drilling trajectory.

The gap between the bit and the sensors is a significant issue preventing the timely

correction of the drilling trajectory. It can result in a non-optimal placement of the well
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Figure 4.2: Distributions of rejection performance scores for resampled (low-fidelity)
and full (high-fidelity) muon samples for the best found shield configuration, comparing

with the baseline solution.

or multiple cost-intensive re-drilling exercises. Figure 4.3 shows schematic illustrations

to supply the definition of the problem.

Drill bit

Gamma

Blind area 
15-40m

Resistivity

Density

Porosity New correction point
Old correction point

Sandstone 
(productive area)

Clay (non-productive area)
50m

20m

Figure 4.3: Schematic illustration of the drilling string (on the left) and the effect of
timely applied trajectory correction (on the right): the black curve shows a trajectory
in case rock types are available only at the distance of 15 m from the drilling bit, blue
dashed curve corresponds to the trajectory when rock types are available at the drilling

bit.

This work proves the feasibility of a technology aimed at optimizing trajectories of di-

rectional wells ensuring best possible contact of the wellbore and the target layer of the

reservoir. The technology allows tackling the challenge of a delayed reaction on trajec-

tory correction during drilling the directional wells. Machine learning allows eliminating

15 m to 40 m gap between the drilling bit and LWD sensors, and corresponding speeding
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up the decision making process at the trajectory correction. Along with machine learn-

ing approaches we examine how mathematical modeling can advance machine-learning

based approaches.

Basically, a trained data-driven algorithm allows a computer to identify the moment

when the bit touches a shale-rich part of the formation by a continuous screening through

the real-time Measurements While Drilling (MWD) data. In machine learning, this prob-

lem is referred to as the two-class classification problem: we need to create a predictive

classification model (a classifier) that can identify whether the bit at the current moment

is in the shale-rich part of the formation (the first class) or not (the second class). In

addition to labeling objects, the classifier can output the probability of the object to

belong to a specific class, thus, allowing to introduce confidence of the predictions.

From the machine learning perspective, the main peculiarities of the problem are missing

values in measurements and a relatively high imbalance of classes: there are only 13.5%

of shales and hard-rocks in the available data, where ”hard” refers to a measure of the

resistance to the localized plastic deformation induced by either mechanical indentation

or abrasion, and 86.5% of sands. Therefore, we tested different machine learning algo-

rithms under these peculiarities, and developed appropriate evaluation methods of their

performance.

The main contribution of this part of work is a novel data-driven approach for identify-

ing a lithotype at the drilling bit. We prove the feasibility of this approach by studying

mathematical and physical modeling and applying three essential machine learning base-

lines (Logistic Regression, Neural Networks and Gradient Boosting on Decision Trees)

for the problem of lithotype classification based on MWD data, which come from 27

wells of the Novoportovskoe oil and gas condensate field on Western Siberia.

4.2.1 Machine Learning in drilling application

There are previous studies on the involvement of machine learning for detection of a

material type at drilling bit. The work [93] covers an analysis of the applicability of the

regression and classification based on Gaussian Processes and unsupervised clustering

for on-bit rock typing with MWD data. In the report the authors consider the rate of

penetration (ROP), a weight on the bit (WOB), and top drive torque (TRQ) as the

key parameters for building the data-driven forecasting model. One of the conclusions

is that a value called adjusted penetration rate (APR) (Eq. 4.4) is the best reflection

of a features specifics of the rock which is unknown a-priori. The authors conclude that

the optimal way to predict a rock type at the drilling bit is to apply a hybrid model

combining the advances of both supervised classification and unsupervised clustering.
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APR ∝
ROP

WOB
√

TRQ
(4.4)

APR is tested in this study as well as another characteristic utilized by many authors

[93, 94], the Specific Energy of Drilling (SED):

SED =
WOB

A
+

2π × RPM× TRQ

A× ROP
, (4.5)

where A represents a cross section area of the wellbore.

[94] illustrates that unsupervised learning together with the minimization of SED is

a promising approach for the optimization of the penetration rate. Another effort on

penetration rate optimization is presented by [95]. The authors use the Random Forest

algorithm to build a model linking the penetration rate with weight on the bit, rotation

speed, drilling mud rate, and unconfined rock strength. The model allowed to optimize

the penetration rate for up to 12% for the wells close to the ones in the training set.

[96] and [97] describe an application of Artificial Neural Networks for material typing

and rock typing at drilling. MWD-like measurement and the trained Neural Networks

allow a relative classification error to be as small as 4.5% for the case with the complete

set of available mechanical measurements (features).

Gaussian processes and neural networks are not the best fit for the rock type classification

with MWD data in production as they can not automatically handle missing values that

typically occur in MWD data. Thus, both methods require training data without missing

values that implies the development of accurate imputation procedures, however, such

procedures can typically be reliable only during post-processing of data. The difference

between these two types of models is in the preferred data size and its dimensionality.

Gaussian processes are based on the Bayesian approach, so they can work fast only

when the training sample is small, moreover, this method struggles with high input

dimensions. In contrast, neural networks can work well in large dimensions and fast for

large samples, but they are not suitable for small datasets. In case we need to reflect

the temporal behavior of MWD in input features, we face high dimensions, also for

real-life MWD sample sizes are large. Therefore, for the production-grade model, neural

networks would be more preferable than Gaussian processes, if there are no missing

values in the training and real-life data.
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Decision trees and methods based on them [98] such as Random Forest and Gradient

boosting can automatically handle missing values, and they are comfortable with large

sample sizes. However, the tree-based methods are weak at data interpolation, so they

generalize well only when the density and the diversity of points in the training sample

are high. Gradient boosting can also handle classes imbalance by automatic weighting

the importance of data entries while maximizing the quality of a classifier.

4.2.2 Data description and pre-processing

This section specifies the origin of data used in our work and its pre-processing proce-

dures.

4.2.2.1 Geological formation of the interest

The Novoportovskoye oil and gas condensate field, located within the Yamal Peninsula,

30 km from the Gulf of Ob Bay, is the largest field under the development of the

northwest of Siberia, Russia. The formation includes several strata, the most productive

of which is the Lower Cretaceous NP-2-3 — NP-8 (the formation depth is 1800 m), and

sand layers of the Tyumen suite J-2-6 (the formation depth is 2000 m). The reservoir

rocks are fine-medium grained sandstones and siltstone with thin layers of shales and

limestone. The average rocks permeability is 0.01-0.03 µm2 and the porosity is about

18%.

4.2.2.2 Initial data

The initial data included mud logging, involved the rig-site monitoring and assessment

of information measured on the surface while drilling and MWD, LWD data from down-

hole sensors. The main purpose of MWD systems is to determine and transmit the

inclinometry data (zenith angle and magnetic azimuth) to the surface in real time while

drilling. It is necessary to determine the well trajectory. Sometimes the inclinometry

data are supplemented with information about the drilling process and logging data

(LWD). Logging allows to measure the properties of the rock, dividing the geological

section into different lithotypes.

The data includes the following parameters: WOB, TRQ, ROP, APR, SED, also ro-

tary speed (RPM), input flow rate (Q in), output flow rate (Q out), standpipe pressure

(SPP), and hook load (HL).
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The initial information about the drilled lithotypes was Lithology Map produced by

petrophysical interpretation of LWD measurements which were represented by natural

gamma radiation; apparent resistivity; polarization resistance; electromagnetic well log;

induced gamma-ray log; neutron log; acoustic log.

LWD petrophysical interpretation was also used to compare the real values of the litho-

type and the prediction obtained.

4.2.2.3 Pre-processing

The pipeline for the data preprocessing consisted of four main steps: extraction of

required columns from the raw data files; selection of the relevant horizontal parts of

the wells; merging data from different sources; unifying depths steps for the constructed

dataframes.

After preprocessing the raw data, we reduced the granularity of time-series by aggre-

gating them over depth intervals of 0.1 meters. For intervals containing any data, we

averaged its values, for intervals without data, we used forward fill with a constant that

equals the latest preceding value.

4.2.2.4 Feature engineering and selection

In this section we describe several methods of refining information about rock types

which is stored in MWD and LWD data, so that classifiers can take advantage of it.

At each moment of time not only current MWD and LWD values characterize the type

of rocks, but also previous values and their relationships among each other bring addi-

tional information. Therefore, in this section, we start with considering a few ways to

incorporate such information as input features.

The Basic (B) set of features used in a predictive model includes original mechanical

features, SED, and APR. We also derived new features from the basic ones:

• Derivatives (D) are the rolling mean and standard deviation with the window size

of 1 m, and the difference between values on rolling window’s borders;

• Lagged (L) are the basic features with their values of 0.1, 0.5, 1 and 10 m back;

• Fluctuations (F) are the standard deviation of original time series inside the ag-

gregated (see sec. 4.2.2.3) intervals of 0.1 m;
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• Extra (E) features are the true class values 20 and 50 m back, since they can be

obtained from LWD measurements with such spatial lags.

Generating too many interrelated features results in their redundancy, longer time of

models training and risk of overfitting. Thus, after feature engineering, we ran the

feature selection procedure which had the aim to select the subset of features that

maximized classification quality.

We used a ”greedy” approach for feature selection: the procedure started from the empty

set and expanded it by adding, step by step, the most impactful feature from the pool

of remaining ones according to the selected quality metric.

4.2.2.5 Rock type labels refining with multi-fidelity models.

Labels refining follow up the discussion in the original paper [99] about improving clas-

sification quality with multi-fidelity methods.

The rock types annotation is conducted by geophysicist based on LWD data. The

main issue with such labels is presence of bias in human expertise, because there are

no clear criteria to attribute cases with mixed rock types to a particular class. For

instance, we have conducted several tests with re-annotation of the same dataset by

different experts and found the difference in labels over around 1 percent of the total

wells length. Moreover, in some cases, the difference between experts’ annotations on

particular wells were up to 20 percent of the wells length.

In this exercise, we are using the following approach to labels refining based on the

multi-fidelity classification. Let’s consider the experts’ annotations as a low-fidelity data

source. Then we arrange a classifier to predict these labels on a validation set using LWD

data and treat such predictions as a high-fidelity source, which can still deviate from the

ground truth, but with much less amount of errors. The rationale behind this idea is the

following: assuming that a classifier can generalize well to new data and having a dataset

annotated by multiple experts, that give unbiased annotations on average with respect

to the ground truth, we are likely to obtain less biased predictions on the validation set.

Finally, we use a multi-fidelity classification method (see 2) to fuse expert annotations

with high-fidelity estimates of the labels.

4.2.3 Results

In this section we:
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• report on how different sets of features affect the quality of the rock type classifi-

cation, which features are more informative;

• examine selection of hyperparameters for different machine learning methods;

• compare the performance of different machine learning methods and show how

classification quality depends on the balance of classes;

• report on labels refining procedure results.

4.2.3.1 Feature selection results

For feature selection we used ROC AUC quality metric obtained via leave-one-well-out

cross-validation (LOWO-CV). Since sensors readings are autocorrelated, it is crucial to

split the dataset by wells, not by random subsets during cross-validation. Otherwise,

data leakage will take place resulting in overestimated quality, that is, models will have

more information about the test set during cross-validation than they will have in the

field test on the new wells.

The classifier was constructed with gradient boosting of 50 decision trees, each of max-

imal depth 6. The best selected set Greedy (G) consists of ROP, HL, rolling differences

of WOB, 1m rolling standard deviations of ROP and TRQ, 1m moving average of ROP,

0.5 meters lagged TRQ, and 10 meters lagged Q out, Q in, HL and TRQ.

We also fine-tuned gradient boosting hyperparameters by increasing the number of deci-

sion trees up to 100 and conducting a grid-search LOWO-CV for maximal depth of the

trees, random subspace share and sub-sampling rate. Table 4.1 summarizes the results

of the feature selection process. We obtained the best results for all quality metrics

using the selected set of features G along with extra set E. In particular, Accuracy L is

larger than 0.9.
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Feature set ROC AUC PR AUC Accuracy L

- 0.494 0.181 0.866

B 0.794 0.492 0.865

B, F 0.803 0.484 0.867

B, F, D, L 0.829 0.504 0.870

G 0.850 0.559 0.888

E 0.653 0.359 0.879

B, E 0.848 0.581 0.900

B, F, D, L, E 0.870 0.600 0.902

G, E 0.878 0.614 0.905

G, E (fine-tuned) 0.880 0.625 0.910

Table 4.1: Feature selection results. Greedy selected set of features combined with
the Extra set provides the best quality.

Figure 4.4 shows the dependence of quality metrics on learning rate and the number of

trees in the ensemble obtained by gradient boosting. Low learning rates (blue curves)

result in underfitting, whereas high learning rates (red curves) result in overfitting of

the model. Orange and green curves correspond to a good trade-off.
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Figure 4.4: Quality vs Gradient Boosting parameters. Curves of different colors
correspond to different learning rates.

Figure 4.5 shows feature importances for the fine-tuned classifier trained on the whole

dataset. Importance scores indicate how many times a particular feature played the key

role in the classifier’s decision.
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Figure 4.5: Importance of features for the gradient boosting classifier predictions.
Two sets of features are included: Greedy and Extra. The bottom-up order of Greedy

features corresponds to their selection order during the selection procedure.

4.2.3.2 Algorithms performance

We compared three classes of machine learning methods in detail: Logistic regression,

gradient boosting, and neural networks. The results in this section correspond to the

performance of the best-found configurations for each method using LOWO-CV. All

methods used both Greedy and Extra sets of the features.

For logistic regression, we observed the best quality when no regularization is applied.

The best-found configuration of gradient boosting for 100 trees had the following hyper-

parameters: learning rate 0.05, maximal depth 3, random subspace share 0.8, and sub-

sampling rate 0.55. For Feedforward neural networks (NN) we tested different architec-

tures with 2-, 3- and 4-layer networks. The best found configuration had two hidden

layers with 100 and 500 neurons using ReLU activation between layers.

Table 4.2 summarizes the best performance of different classification methods. Gradient

boosting uniformly dominates logistic regression, in turn, feedforward NN and gradient

boosting qualities are comparable due to the preprocessing pipeline we developed, which

filled the missing data sections with rather adequate values. LSTM training time was

impractically long, whereas its best-found performance was similar to feedforward NN.
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Algorithm ROC AUC PR AUC Accuracy L

Always predict the major class 0.494 0.181 0.866

Logistic regression 0.860 0.585 0.908

Gradient boosting 0.880 0.625 0.910

Feedforward NN 0.875 0.625 0.911

Table 4.2: Performance of machine learning approaches logistic regression, gradient
boosting, and feedforward NN. All performance measures are better if higher.

Figures 4.6 present visual comparison of performance of different classification methods.
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Figure 4.6: Performance curves for three different machine learning approaches: lo-
gistic regression, gradient boosting, and feedforward NN; compared with the input-
agnostic method that always predicts the major class. As the curves for gradient
boosting and feedforward NN lie higher than the curves for logistic regression, we con-

clude that the corresponding models are better.

Figure 4.7 shows performance of the gradient boosting with respect to lithotype classes

balance. The lithotype predictions with the trained classifier are better than major-class

predictions for 24 out of 27 wells. Improvement of Accuracy L increases if the classes

are more balanced, that is, if they tend to have more equal shares of shales and rocks

(first class), and sands (second class). However, the improvement varies significantly

from well to well. Figure 4.8 shows examples of lithotype classification on three wells

with different achieved quality.
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Figure 4.7: Gradient boosting performance on different wells with respect to well-
specific shale and rock percentage. The vertical axis represents the improvement of

Accuracy L from using gradient boosting over the major class predictions.

4.2.3.3 Labels refining results

In these experiments we used three features of LWD data: gamma ray logs, density logs

and average value of imager channels. Since we don’t have the real ground truth data,

we will refer to already refined labels as (pseudo) ground truth. To demonstrate the

stability of the reconstruction method, we distort the ground truth labels by assigning

fake rock types to random intervals on wells data; the amount of distortion is controlled

by the length of fake intervals. Figure 4.9 shows the amount of errors (percentage of

the total wells length) remaining after the labels refining procedure with respect to the

initial noise, it also shows the amount of errors in high-fidelity labels obtained at the

intermediate step. Although high-fidelity labels already have much less noise than the

distorted ones, this experiment shows that multi-fidelity classification can further reduce

the amount of errors by a significant margin.
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(a) ROC AUC 0.9657 (b) ROC AUC 0.8004 (c) ROC AUC 0.6298

sand shale or hard-rock

Figure 4.8: Examples of lithotype classification for three wells with different achieved
quality: from one of the best on the left through average in the middle to one of
the worst on the right. In each subfigure the left column shows the true lithotype
values: yellow color represents sand, grey color represents shales and hard-rock; the

right column shows the respective probability of lithotypes given by the classifier.
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Figure 4.9: Errors of labels refining methods at different distortion levels (noise). Box
plots show variety of results across 10 random seeds.

4.2.4 Conclusion

This study illustrates the capabilities of machine learning to handle the real techno-

logical issues of directional drilling. The accuracy of prediction of rock types relevant

to directional drilling management reaches 91%, that is, the classification error drops

from 13.5% (major-class prediction) down to 9% (the best-achieved performance by the

examined algorithms). The involved algorithms allow real-time implementation which

makes them useful for drilling support IT infrastructure.

In the thesis, we have additionally elaborated on the problem of sample labels correction

discussed in the original paper. The methodology of how to apply multi-fidelity classifi-

cation for labels correction was proposed and experimentally demonstrated to drastically

reduce noise in labels caused by expert-specific bias.

4.3 Search of similar accidents cases for directional drilling.

Anomaly detection is the identification of rare objects, events, or observations that are

significantly different from most data [100]. Regardless of the level of the well’s construc-

tion technology, anomaly situations inevitably happened during drilling. Anomalies may

have both positive and negative influence on a system, depending on their interpreta-

tion and consequences. For example, a significant increase in the number of visits to a

website might be considered as a positive anomaly, that results in website popularity

growth. In case of directional drilling, abnormal behavior rather leads to failures (emer-

gencies which make any further work impossible or delay future activity), than to the

improvement of the drilling process.
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Accidents have a significant impact on the further operation of wells and usually lead to

an increase in construction time and the cost of work. The drilling support engineers use

mud logging to detect accidents while drilling. Due to the fact, that engineers support

a large number of wells at the same time, they usually do not have time to monitor

all the wells online, and drilling accident patterns are considered after the occurrence

of the accident. Thus, the creation of a system that signals about drilling accident will

help engineers more efficiently support the drilling process. Early detection of failures

can significantly reduce the nonproductive time of the well associated with the elimi-

nation of the accidents consequences and costs for additional materials and technical

resources. Most of the oil and gas companies also create knowledge base systems, in

which information about the failures is collected and carefully studied in order to use

accumulated experience for further failures detection by comparison the current drilling

conditions and previous cases. Such an approach is called analogues search and was

successfully used for time-series forecast [101, 102]. Thus, the presence of extra sup-

port during drilling operations as an expert system, that includes accumulated accident

detection experience, is an effective method for making the right real-time decisions.

Such a system will allow to avoid additional expenses during drilling operations, and

reduce the high workload level on the drilling engineers. Therefore, the development of

the methods, that can help to detect failures during the real-time drilling operations is

essential for the oil and gas industry.

This work is aimed at the analysis of the analogues search approach for application

to drilling accidents detection. In more detail, the key objectives of the article are the

development of the model, that will be able to distinguish similar and non-similar drilling

situations, the analysis of model’s applicability limits, and quality.

The main contribution of this part of work is an anomaly detection approach for direc-

tional drilling operations, called the analogues search model. It is designed for ranking

the accidents from the knowledge base according to their relevance to the current situa-

tion in the drilling process, in order to find analogues and prevent anomalous behaviour.

The solution is based on the compassion of mud logging data with the classification

model built on Gradient Boosting of decision trees.

4.3.1 Related works

Anomaly detection is an important issue that has been investigated in various research

areas: there are some examples of anomaly detection in Information Technology systems

[103], medicine [104] and industry [105]. In oil and gas industry anomaly detection is

widely spread: in downstream it is used for controlling pumping and pressure in different
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systems, drilling process [106], lithology classification [99, 107]; in upstream, for example,

engineers usually use it for detection sensors faults in the refinery [108] and pipelines

[109].

Solving the problem of unusual behavior detection in drilling by analogues search, it is

necessary to consider not only previous studies on time-series comparison and general

algorithms of anomalies detection but also the methods and approaches for accidents

detection during drilling, since they often happen as a result of anomalies.

4.3.1.1 Methods for time-series comparison

Considering the problem of analogues search, it is necessary to compare different time-

series. Several authors [110–112] suggest measuring the similarity between two time-

series by different metrics, for example, general Euclidean distance, Fourier coefficients,

the Time-wrapping (TW) distance, and its modifications.

After the introduction of any distance, the whole database of time-series can be split

into several groups with different clustering techniques, for example, K-means algorithm

[113], mean-shift clustering [114], agglomerative hierarchical clustering [115]. Authors

highlighted, that general Euclidean distance and Fourier coefficients showed themselves

inefficient for time series with different length, while the cost for Time-wrapping distance

computation for m-dimensional time-series might be significant. In this case, the mud

logging patterns for different accidents and different oilfields are too diverse to apply

such metrics effectively. Thus, clustering the raw time-series seems incompetent for the

analogues search problem, which makes us move to a supervised approach for similarity

learning based on statistical features extracted from time-series.

4.3.1.2 Methods for anomaly detection

Most of the general methods for anomaly detection were described previously, for ex-

ample, in papers [103, 116, 117]. The authors distinguished several groups, based on

statistical methods, machine learning, and unsupervised approaches. Due to the high

variability of general methods and a large number of a review papers on them, we will

not focus on description and will show only a few examples, which are relevant to the

analogues search problem.

In the paper [116] the authors describe the approach, based on sliding window technique,

in which some parts of time series with width w is converted into a single target value yi

by some particular classifier. By this principle, the sequences of signals were classified

for the whole time-series signal as an anomaly or non-anomaly target value. The main



71

advantage of this method is the possibility of applying different existing classification

methods. For anomaly detection in drilling, such an approach allows us to convert the

unsupervised approach into supervised one, but do not involve physics of the drilling,

which is significant for drilling accidents detection problem.

Nowadays, there are a lot of cases of neural networks [118] applications for anomaly

detection [119, 120]. For example, the authors in [121] used a neural network to hierar-

chically learn features from the sensor measurements of exhaust gas temperatures and

used them as the input to a neural network classifier for performing combustor anomaly

detection. As a training set, the authors used 13791 samples before the accident. In our

case, this approach may be inefficient due to the small size of the training sample and

inability automatically handle missing values, which usually occur in mud logging data.

In the article [103] the authors highlight such approaches as a deviation of normal

behavior and statistical methods. For example, [122] collected the stable database of

activities not leading to intrusions and then used it to analyse the current behavior of

the system by its comparison with database modes by different statistics. Comparing

this approach with the problem of drilling accidents detection, it can be noticed that

this approach is almost impossible to be used, because, unlike the user system, each well

and field is unique. Usually, a similar slight deviation of normal drilling regime in one

well can lead to serious accidents on the other.

4.3.1.3 Physics-based methods for drilling accident detection

The physics-based methods for detection accidents are primarily based on the monitoring

and analysis of the key indicators of the drilling system. For example, [123] describes

physical indicators and their changes, leading to failures. One of the main indicators

of fluid shows while drilling is an increase in the volume of the drilling mud in the

receiving tanks, reduction of standpipe pressure, an increase in the effluent flow rate

with a constant flow of pumps, an unexpected increase in the mechanical penetration

rate (due to a decrease in the density of the drilling mud, and, consequently, the pressure

in the well). In case of wash-outs, the main evidence of the accident is in an increase of

drill string weight, friction reduction, decrease in the fluid volume versus the calculated

one while lifting the pipe string, movement of the drilling mud along the ditch system

with the stopped circulation.

One more example of a physical-based method for failure detection is vibration, namely

modeling the movement of the drill string and its components, which is represented in

paper [124]. Early models of drill string dynamics have been developed primarily as an

aid to the drilling engineers and rig designers, to help them understand wells behavior
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and provide recommendations for improving the drilling operations. Currently, models

are being used and investigated based on three parallel but different vibration modes,

those help engineers detect anomaly by high vibration values.

Due to the inability to track all the indicators above, such physical-based methods are

not suitable for solving our problem.

In addition to the methods shown above, there are different anomaly and failure patterns

in mud logging plots. For example, a high number of drags and slack offs is used as the

signs of a possible pipe stuck. The column drags usually occur when the column is lifted

along with the increasing in hook load over its weight on the pipes. The slack off of the

tool results in significant reduction in the load on the hook. Some evidence of columns

stuck can be a stop of the column movement. In case of wash-outs, a decrease in pressure

at a constant flow rate might be observed ([125]). The main failure pattern characterising

the mud loss is a decrease in the volume in the tanks. The breakdown of the tools is

marked by the pressure reduction during the constant flow rate simultaneously with a

sharp drop in weight. So, particular patterns for each type of accidents on mud logs

might be used as the first signs by which the model can determine the presence of failure.

4.3.2 Data overview

To solve the problem of failures detection by analogues search approach, a database with

different types of accidents and their mud log data was collected.

Most of the failures happened in North and West Siberia oilfields and were composed of

accident lessons that contain the information about these events: the exact date-time

or depth at which the failure occurred. Such criterion was chosen in order to match the

mud log data with the accident from the database and get a part of it that includes

the failure. Each lesson included in the database also contained information about its

accident type (stucks, wash-outs, breaks of drill pipe, mud loss, shale collars, gas, and

water shows) and drilling operation at the moment of failure (tripping in, tripping out,

drilling, cleaning, reaming). Such groups of accidents and drilling operations were chosen

by the number of available cases and a possibility to be distinguished visually on mud

logs.

In total, the database contains 94 lessons from 80 different wells and 19 oilfields. The

summary of the size of different considered groups of accidents and related drilling

operations is provided in Table 4.3.
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Triping in Tripping out Drilling Cleaning Reaming Total

Stuck 18 11 10 0 1 40
Wash-outs 1 1 10 1 0 13

Breaks of drilling 1 2 4 6 0 13
Mud loss 2 2 6 0 1 11

Shale collars 0 0 9 0 0 9
Fluid shows 0 3 5 0 0 8

Total 22 19 44 7 2 94

Table 4.3: Breakdown of included accidents by type of accident and phase of drilling:
in some cells we have almost no example for training

The considered measurements while drilling (MWD) data included the depth of the drill

bit, torque on the rotor, weight on the hook, input pressure, rotation speed, a volume

of input flow, a depth of the bottom hole, gas content, and weight on the bit.

4.3.3 Design of the analogues search model

In section 4.3.1, we discussed existing approaches for time-series comparison, anomaly,

and failure detection. It was concluded, that for the problem of a drilling accident

detection, it is necessary to use a supervised machine learning approach. The algorithm

should take into account the particular mud logs pattern for different accident groups

and be able to work with a small training set and corrupted or missing signal values.

We decided to solve the analogues search problem based on two-class classification of

MWD pairs: for a specific well part, we need to understand whether something similar

is present in the database by comparing features from MWD data of this part with those

of entries in the database. Thus, there are two classes that determine whether two parts

are similar or not.

For the current approach, we decided to build a classification model based on Gradient

boosting of decision trees, because they are relatively undemanding in terms of sample

size and data quality, can work with missing data, and learn quickly with a large number

of features, what was shown in papers [126, 127].

The general principle of an analogues search model is shown in Figure 4.10. In order to

take into account different patterns, for real-time signal and lessons from the database

values of mean, variance, slope angle, absolute deviations, and relative coefficients of

MWD time-series were calculated with different window sizes and were used as input

features for Gradient boosting classification model. To assign targets, we assumed that

pairs of intervals were similar if their accident types and drilling operations coincided.

Henceforth we will refer to them as to ground truth
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Figure 4.10: General scheme of analogues search model. Using 2 hours parts of
MWD signals, different aggregated statistics were calculated. These features are inputs
for gradient boosting classifier, that provides similarity scores for a pair of input signals.

To test the analogues model, several experiments were conducted. In order to validate

our model, the standard quality metrics for the binary classification problem using leave-

one-out cross-validation control were calculated. We also carried out a clustering analysis

based on similarity values from the model to validate the aggregated statistics approach

and evaluate the consistency of similarity learning. The similarity distributions between

MWD data with accidents and random MWD parts of wells without abnormal behavior

were analysed, in order to assess the model ability to distinguish regular drilling regime

and accidents. In addition, we provided a sensitivity analysis with respect to various

kinds of noise in MWD data.

4.3.4 Multi-fidelity active search for dataset annotation.

When a new accident case is being added to the dataset, an expert has to annotate

analogous cases from the dataset to the new one. The amount of annotations needed

to add a new case grows linearly with the dataset size, rapidly resulting in a tiresome

routine as the dataset grows. In this section we show how this process can be facilitated

by performing multi-fidelity active search of analogous accidents: low-fidelity relevance

is a similarity predicted by the existing model, high-fidelity source is a label approved by

an expert. To form a kernel matrix required for the MF-ASC model (see. chapter 3),

we took differences between corresponding statistics extracted from time-series intervals
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and calculated L2 norm of difference vectors (each component was normalized across all

the vectors to have unit variance). The similarity between intervals, then, was obtained

via Radial Basis Function transformation of the distances.

4.3.5 Results and discussions

4.3.5.1 Quality of the analogues search model

For the analogues search model, the cross-validation was carried out as follows:

1. For each of k iterations of cross-validation, random indexes of accidents from the

database were generated for training and testing sets. The sets of wells for acci-

dents were different for the train and test parts of the split.

2. The model was trained based on lessons, which indices were chosen as training

ones.

3. Similarity values among entries in the training and test set were calculated. The

model finds the analogue and, consequently, detects the failure, if the similarity

value is bigger than the selected threshold (s = 0.7).

4. The predicted values were compared with ground truth labels.

The results of cross-validation for the analogues search model are in Table 4.4. Using

the current model, it is possible to identify almost all wells with abnormal drilling regime

with low false alarm rate. So, it can be concluded that the model distinguishes different

pairs quite well and identifies most of the similar ones.

Predicted = 1 Predicted = 0

True = 1 5792 294

True = 0 223 345

Table 4.4: Confusion matrix for threshold s = 0.7

In order to obtain the model quality, two common metrics for classification problems were

used: the area under the receiver operating characteristic curve (ROC AUC) and the area

under the Precision-recall curve (PR AUC). The receiver operating characteristic (ROC)

curve is presented in Figure 4.11. The area under ROC curve is 0.908, and significantly

higher, than the area under the random guess classifier ROC curve 0.5. Since it is an

unbalanced classification problem, a more suitable measure of model quality will be a
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Precision-Recall curve, which is shown in Figure 4.11. The area under the Precision-

Recall curve is 0.6086, which also indicates adequate model quality.
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Figure 4.11: Quality metrics for analogues search model. ROC AUC is 0.908, thus
the model is significantly better than a random guess with ROC AUC 0.5. The area
under PR curve is 0.6086, which is significantly better than the area under curve for a

random guess approach 0.1.

4.3.5.2 Hold-out validation and threshold selection by analysis of confusion

matrix

In this section, we used the analogues search model differently: it was applied to hold-

out wells in order to understand how it works “in the wild.” The analogues model was

run on MWD signals from 30 hold-out cases, which included both normal and anomaly

drilling modes.

Next, the threshold to balance the number of correct (T P) and false (FP) alarms

was selected. After that, based on the true accident time for each well, the true and

false model alarm rates were calculated as follows. We assumed, that the accident was

correctly detected, and for this accident T P = 1, if the similarity value was more than

the chosen threshold, the model alarm was in the 4-hour interval before and 2 hours

after the true accident (T P interval), and the most common accident type for the top-5

analogues matched with the true one.

In case of the false alarm, it was supposed that FP = 1 for this interval if the model

alarm was out of T P interval and there were no other alarms during the last hour. So

if two or more alarms happened within 1 hour, it was counted as one false alarm. Here

we also assumed, that predicted accident type was the most common one within top-5

analogues types; otherwise, it is supposed that FP = 1.
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To select the threshold, the total number of T P and FP for different threshold values

was counted (Figure 4.12). For the threshold value 0.7, the total number of the model

false alarms is less than 16 alarms per well, while the number of correct the alarms is

still high.
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Figure 4.12: Total number of model correct (True Positive, TP) and false (False
Positive, FP) alarms for different thresholds. Numbers at the curve are thresholds.

The threshold 0.7 was used on final model.

Let us consider one example of analogues search model results for a hold-out well. In

this case, the model ran on a well that contained a wash-out drilling accident. In this

case, the model found an analogue with the same type of operation (drilling) as in the

hold-out MWD measurements. It can be seen based on the general similarity of trends

in such parameters as a hook position, depth of the drill bit, and bottom hole depth. In

the cases, when similarity values exceeded the selected threshold, the model assumed,

that current two hours in the past are similar to the analogue measurements. For both

cases, we observe a decrease in pressure at a constant flow rate, which indicates the

wash-out of the drill pipe. A careful examination of this case proves that the model

correctly detected a wash-out accident and found an analogue. Similarity values and

MWD signals for the ”current” measurements and the analogue are presented in Figure

4.13 for one hold-out well.
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Figure 4.13: Analogues search model results in acion for hold-out well. Two plots on
the right are MWD signals for a hold-out well, two plots on the left are the MWD for
the analogue accident identified by the model. In the center there are similarity scores
provided by the model: when similarity value exceeds the selected threshold the model
alerts that the past two hours are similar to analogue measurements. For example, in
the figure one of the similar areas for the hold-out case and analogue are highlighted
in yellow colour. Both areas have similar signal trends, indicating a wash-out accident,
which gives us an idea that the model correctly detected an accident and found a past

analogue for it.

4.3.5.3 Clustering analysis

The dendrograms clustering analysis [128] was also used to assess the consistency of

similarity learning. First of all, we represented it via adjacency matrix clusters based

on the ground truth distribution of similarity. As mentioned earlier, two lessons are

similar if their accident types and drilling operations are equal. Next, to compare initial

distribution, similarity values that were used as an input parameter for constructing

dendrograms were calculated in different ways:

• Unsupervised comparison: similarity values for lessons from the database were

calculated only by the weighed l1 norm among all MWD parameters, excluding

the depth of the bottom hole and drill bit.

• Using Gradient boosting technique: dendrograms used similarities, that were calcu-

lated for the lessons from the training set, and resulted from the Gradient boosting

model with aggregated statistics. This is an optimistic estimate of the quality of

the similarity evaluations.

• Cross-validation: calculations were made with the model described in the previous

step (using Gradient boosting technique) and cross-validation, which allows us to

see how well the model generalises to the new cases of accidents. This is a more

realistic estimate of the quality of the similarity evaluations.
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Figure 4.14: Clustering analysis: a) Initial clusters distribution, b) Dendrogram,
based on simple comparison of MWD data, c) clusters, obtained from aggregated statis-
tics and gradient boosting technique, d) dendrogram, obtained from cross-validation.
The presence of colour at the intersection of row i and column j means that two cases,i
and j respectively, of drilling accidents from the database belong to the same true

accident group.

The results of the conducted test are shown in Figure 4.14 – clustering analysis repre-

sented by dendrograms, which illustrates how each cluster is composed by drawing a link

between clusters: the top of the link indicates a cluster merge, while the two legs indicate

which clusters were merged. In our case, each true group of accidents correspond to one

colour, and is formed by the same type of drilling accidents, which have the same oper-

ation type. Since the main aim of this experiment is to see if similar anomalies can be

grouped into clusters using different approaches, instead of the global order of clusters

it is important to observe local proximity of the elements. Using aggregated statistics

as an input for Gradient boosting classifier, the clusters distribution is more similar to

the initial one, and it is possible to obtain more separated clusters, than by using only

raw signals. The results obtained from cross-validation show us clearly selected clusters

corresponding to different types of accidents and drilling operations. For some types of

accident, the training set is quite complete, that can be seen by the trees above and to
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the left of the plot, and has enough cases (clusters number 1,3,4,5). For others (clusters

number 2,6-9), there is a greater distance for objects within the cluster. In our opinion,

the reason for this might be the lack of examples of accidents in these groups. Conse-

quently, for the correct determination of such groups of failures, the inclusion of a larger

amount of data is required.

4.3.5.4 Robustness of the analogues search model

The analogues search model should meet the following two requirements. If an example

from the training sample was submitted, the model should recognise it and provide it

as the analogue with high similarity. Moreover, after reasonable distortion of such an

example, the model should still recognise it.

While testing the first property is straightforward, to test the second one-two types of

transformations were applied to the original time series: slight smoothing, distortion,

and shift of data on the given number of time ticks (1 tick = 10 seconds). An example

of the original and distorted time series for different values of the standard deviation is

given in Fig 4.15.
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Figure 4.15: An example of original and distorted time series values

To understand how well the model distinguishes MWD parts of wells with normal be-

havior and ones with accidents, the model was trained on MWD parts, corresponding

to the lessons from the current database and tested for normal and distorted parts.

The distribution of obtained similarity values was presented as box-plots for different

testing sets: random parts without accidents, intervals with accidents, time-shifted du-

plicates of the intervals with accidents and copies of the intervals with accidents with
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varying levels of shift and noise. The distortion of original time-series was done by the

multiplication of a smooth curve with average mean 1 and the given standard deviation.

The numerical characteristic R was also calculated: the difference between the 90%

quantile of the random parts set and the 10% quantile of the data that we would like

to highlight. Valid values are bigger than 0; good ones are more than 0.2. Standard

deviations for R were calculated using the bootstrap technique [129], the calculation

used 100 samples.

The box-plots for the cases, mentioned above, and values of R coefficient, which char-

acterises the difference in the similarity values for two different sets of intervals, are in

Figure 4.16.

The analogues search model shows high similarity values for noised lessons with standard

deviations as high as 0.01 and time-shifted lessons as high as 20 ticks. So, in these cases,

the model finds similar sections from the training set.

At the same time, the similarity values for normal parts are low, which shows the model

ability to distinguish a normal drilling mode from the accidents-related drilling mode.

It also can be seen that the model can separate random MWD parts from the data,

corresponding to the lessons from the database, for shifting up to 400 seconds and for

noise with a standard deviation of up to 0.03.
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Figure 4.16: Box-plots for different intervals. Such figure gives us an idea of how
much MWD data can be distorted, so that the model can still recognise them
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4.3.5.5 Annotation of new cases with MF-ASC

In this section we report the experiments on application of multi-fidelity active search

for dataset annotation introduced in section 4.3.4.

The application of this method makes sense only for classes of accidents that are well-

represented in the dataset; thus, we test active search for the types with at least five

cases in the dataset. For each case, we run 10 search sessions with different initially

annotated sets, that include three high-fidelity entries and three low-fidelity ones.

To quantify the performance of the annotation procedure, we measure the share of the

found objects of the same accident class, reviewed by an expert with respect to the total

number of reviews. The results are shown in figure 4.17. This figure demonstrates that

MF-ASC can find the majority (around 80 percent) of analogues twice faster than the

random search, so on average our method reduces experts efforts twofold.

Figure 4.17: Multi-fidelity active search performance compared to random search of
analogues. Bold curves correspond to median and dashed curves correspond to 0.2- and

0.8-quantiles over multiple experiments.

4.3.5.6 Discussion

When a drilling engineer encounters an accident, he or she can identify the type of the

accident and rely on the actions taken during the similar cases in the past. Moreover,

from now, it is rather evident, that it is possible to correlate the real-time state of the
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drilling process with the past events from the historical database with machine learning

(see sections 4.3.5.1, 4.3.5.3 and 4.3.5.4).

The quality of the machine learning model is acceptable for use during drilling as even a

single successful application of the developed model can save time and money. However,

there is still room for improvement. In particular, the model quality for identification

of the accidents types underrepresented in the database is sometimes low. Thus, to

maximize quality, a larger database is required. Replenishment of the database can be

performed using the multi-fidelity active search method as follows: since the analogues

search algorithm produces False Positive errors, experts can review some of them in more

detail, because these cases could actually contain missing accidents in the database or

situations that were nearly accidental. The feedback from the experts will be gradually

utilized by MF-ASC to yield more insistent results.

In the separate section, we address the issue of model reliability and generalization abil-

ity. The conducted tests suggest a limit of applicability of the model, as after significant

distortion of the initial signal the model no longer works correctly. However, the ob-

tained results correspond to the general machine learning theory of extrapolation and

generalization properties of the data-driven models.

4.3.6 Conclusions

We developed a real-time analogues search model that detects anomalies and finds ana-

logues in a database of historical data.

The anomaly detection is based on the smart comparison of the real-time MWD data

and the MWD data from the historical database followed by ranking the lessons from

the database by their similarity to the real-time state. The comparison and ranking

utilize Gradient boosting classification model.

The conducted analysis of the analogues search model showed that the obtained quality

metrics, such as ROC AUC (0.908) and PR AUC (0.6086), are significantly higher than

the same metrics for the random guess classifier (ROC AUC: 0.5, PR AUC: 0.1). The

obtained metrics suggest that the model is of reasonable quality and can distinguish

pairs of similar and non-similar cases well.

The clustering analysis showed that the use of basic MWD signals is not sufficient for

the selection of analogues, and in general for the analogues search model. We have

discovered that the introduction of aggregated statistics as input for Gradient boosting

classifier allows finding a sufficiently larger number of analogues of real-time signals.
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According to the robustness analysis, the model identifies the lessons from the training

sample, if such lessons are also in a testing sample. The analogue search quality remains

high even after reasonable distortion of the examples from the training sample by adding

noise and shifts to the initial signal. These experiments helped to identify the limits of

applicability of the model, ensuring good understanding of what level of MWD signal

distortion is still acceptable for an accurate analogues identification.

We also demonstarted that the dataset annotation process can be significantly facilitated

using a multi-fidelity active search tool. This method will be especially helpful for further

replenishment of the dataset, as it is advised in the discussion.



Chapter 5

Conclusion

Modern machine-learning projects usually involve the data from various sources, some of

which can be precise, but typically much more expensive than others, that are approx-

imate. Multi-fidelity models gain interest as they promise to meet the desired quality

with less resources, that a single-fidelity model would require. These models are espe-

cially useful for several rapidly developing areas, such as Auto-ML [130], where training

with less data points or less epochs can serve as a low-fidelity cheap approximation of the

final model’s validation performance; and large dataset annotation [131], where annota-

tors with various levels of expertise and price can be employed to achieve cost-effective

results. Active search is also going to play an essential role with the spread of the voice

assistants [132] and other augmented intelligence technologies. Unlike traditional work

with search engines, where many results can be displayed at a time, queries to voice

assistants typically return only one object, therefore it is especially important to adapt

to user preferences on the fly to minimize the amount of interactions.

In this thesis, we studied multi-fidelity classification and active search methods and

through them contributed to the broader research fields such as Bayesian optimization,

surrogate multi-fidelity modeling and machine learning in the following ways:

In chapter 2, a new MF gpc method was proposed for modeling the relevance of ob-

jects from heterogeneous data sources using a co-kriging scheme on the latent Gaussian

processes for the classification problem. For this method, generalization from one to mul-

tiple data sources of approximate Bayesian inference using the Laplace approximation

was developed to provide computationally effective predictions. We have experimentally

demonstrated that MF gpc was more resistant to different noise levels in low-fidelity data,

and also investigated under what conditions of the noise level, adding low-fidelity data

to the training sample improves the quality of MF gpc relative to the usual classification

with only one source with high fidelity data.
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In chapter 3, a novel algorithm MF-ASC has been developed for active search of ob-

jects in the presence of heterogeneous data sources using a regression based on the

Gaussian processes and co-kriging scheme. The characteristics of the algorithm, such as

sensitivity to the correlation between sources, granularity of the feedback, scalability of

computations in time, and others, were experimentally investigated.

Apart theoretic and algorithmic contributions, in chapter 4 the developed methodol-

ogy and instrumentarium found a use in several industrial applications: the utility of

Bayesian optimization in general was demonstrated in the active muon optimization for

the SHiP Shield experiment at CERN; MF gpc was applied for refining the rock type

labels in the project on the data-driven model for lithotype identification at directional

oil well drilling; MF-ASC was also useful to reduce the manual labor for annotating

similar cases of drilling accidents in the project on a data-driven accidents detection

during directional oil well drilling. Furthermore, the method MF-ASC has recently

been integrated into Vega1 [133] library for Neural Architecture Search.

1https://github.com/huawei-noah/vega



Appendix A

Supplementary materials

This appendix contains supplementary materials for experimental results.

Table A.1: Average ROC AUC among multiple runs on artificial datasets from group
1. Margins indicate standard deviations of mean estimates.

Noise level 0.2 0.4

Dimensionality 2D 5D 10D 20D 2D 5D 10D 20D

MF gpc 0.975± 0.003 0.853± 0.005 0.716± 0.015 0.643± 0.012 0.968± 0.005 0.750± 0.010 0.615± 0.013 0.573± 0.011
gpc 0.970± 0.005 0.732± 0.012 0.616± 0.012 0.587± 0.006 0.970± 0.005 0.732± 0.012 0.616± 0.012 0.587± 0.006
logit 0.738± 0.026 0.590± 0.012 0.559± 0.008 0.559± 0.007 0.738± 0.026 0.590± 0.012 0.559± 0.008 0.559± 0.007
xgb 0.914± 0.014 0.662± 0.012 0.591± 0.007 0.574± 0.006 0.914± 0.014 0.662± 0.012 0.591± 0.007 0.574± 0.006
C gpc 0.944± 0.005 0.854± 0.005 0.721± 0.015 0.654± 0.008 0.811± 0.010 0.683± 0.015 0.626± 0.011 0.592± 0.006
C logit 0.721± 0.030 0.619± 0.010 0.580± 0.007 0.585± 0.005 0.675± 0.036 0.584± 0.008 0.557± 0.008 0.557± 0.007
C xgb 0.916± 0.011 0.725± 0.009 0.644± 0.009 0.607± 0.005 0.807± 0.015 0.637± 0.010 0.586± 0.009 0.567± 0.005
S gpc 0.949± 0.007 0.812± 0.007 0.686± 0.011 0.616± 0.007 0.938± 0.009 0.713± 0.011 0.617± 0.010 0.589± 0.007
S logit 0.740± 0.027 0.592± 0.012 0.563± 0.007 0.559± 0.007 0.742± 0.026 0.591± 0.012 0.561± 0.008 0.559± 0.007
S xgb 0.921± 0.011 0.700± 0.010 0.608± 0.009 0.583± 0.006 0.914± 0.014 0.657± 0.011 0.591± 0.007 0.575± 0.006
hetmogp 0.909± 0.016 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.802± 0.021 0.500± 0.000 0.500± 0.000 0.500± 0.000

Table A.2: Average ROC AUC among multiple runs on datasets from group 2 with
noise level 0.2. Margins indicate standard deviations of mean estimates.

dbts grmn stmg mshr splc spmb hpth wvfr

MF gpc 0.805± 0.006 0.702± 0.008 0.997± 0.000 0.997± 0.002 0.936± 0.002 0.925± 0.006 0.646± 0.009 0.919± 0.008
gpc 0.778± 0.009 0.704± 0.012 0.997± 0.000 0.995± 0.002 0.901± 0.013 0.907± 0.010 0.633± 0.018 0.908± 0.008
logit 0.812± 0.009 0.683± 0.028 0.998± 0.000 0.994± 0.002 0.913± 0.013 0.915± 0.007 0.772± 0.031 0.858± 0.010
xgb 0.742± 0.007 0.702± 0.027 0.982± 0.007 0.987± 0.003 0.971± 0.004 0.925± 0.003 0.827± 0.054 0.886± 0.003
C gpc 0.804± 0.005 0.699± 0.007 0.996± 0.001 0.995± 0.004 0.937± 0.002 0.914± 0.012 0.570± 0.023 0.910± 0.011
C logit 0.803± 0.009 0.704± 0.014 0.989± 0.002 0.955± 0.009 0.794± 0.013 0.859± 0.025 0.654± 0.019 0.820± 0.025
C xgb 0.767± 0.009 0.696± 0.011 0.987± 0.001 0.987± 0.003 0.958± 0.008 0.946± 0.006 0.791± 0.050 0.891± 0.014
S gpc 0.804± 0.005 0.725± 0.009 0.997± 0.000 0.997± 0.001 0.915± 0.012 0.914± 0.005 0.616± 0.018 0.918± 0.009
S logit 0.812± 0.010 0.684± 0.027 0.997± 0.000 0.994± 0.002 0.924± 0.010 0.923± 0.006 0.766± 0.037 0.861± 0.012
S xgb 0.738± 0.005 0.687± 0.017 0.971± 0.012 0.983± 0.004 0.967± 0.010 0.943± 0.004 0.766± 0.031 0.895± 0.006
hetmogp 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000

Table A.3: Average ROC AUC among multiple runs on datasets from group 2 with
noise level 0.4. Margins indicate standard deviations of mean estimates.

dbts grmn stmg mshr splc spmb hpth wvfr

MF gpc 0.781± 0.009 0.710± 0.010 0.997± 0.000 0.996± 0.002 0.905± 0.011 0.914± 0.004 0.676± 0.017 0.909± 0.009
gpc 0.778± 0.009 0.704± 0.012 0.997± 0.000 0.995± 0.002 0.901± 0.013 0.907± 0.010 0.633± 0.018 0.908± 0.008
logit 0.812± 0.009 0.683± 0.028 0.998± 0.000 0.994± 0.002 0.913± 0.013 0.915± 0.007 0.772± 0.031 0.858± 0.010
xgb 0.742± 0.007 0.702± 0.027 0.982± 0.007 0.987± 0.003 0.971± 0.004 0.925± 0.003 0.827± 0.054 0.886± 0.003
C gpc 0.685± 0.093 0.642± 0.017 0.986± 0.003 0.981± 0.009 0.846± 0.019 0.852± 0.023 0.479± 0.011 0.840± 0.030
C logit 0.743± 0.018 0.630± 0.001 0.934± 0.009 0.827± 0.026 0.626± 0.002 0.725± 0.046 0.579± 0.026 0.711± 0.042
C xgb 0.697± 0.022 0.621± 0.014 0.934± 0.012 0.921± 0.024 0.831± 0.008 0.849± 0.038 0.674± 0.033 0.771± 0.043
S gpc 0.791± 0.003 0.711± 0.010 0.997± 0.000 0.996± 0.002 0.901± 0.013 0.906± 0.009 0.622± 0.017 0.907± 0.010
S logit 0.811± 0.009 0.683± 0.029 0.997± 0.000 0.994± 0.002 0.914± 0.013 0.916± 0.007 0.771± 0.027 0.858± 0.010
S xgb 0.747± 0.005 0.680± 0.032 0.984± 0.003 0.988± 0.001 0.972± 0.005 0.927± 0.006 0.752± 0.035 0.885± 0.003
hetmogp 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000 0.500± 0.000
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