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Abstract 
Heritable variability in proteome on the population scale mostly arises due to germline 

mutations causing amino acid substitutions. Along with that, variability of proteomes may stem from 

regular heritable changes of mRNA and protein molecules occurring by means of mRNA editing and 

post-translational modifications of proteins. Some of these changes may mimic the effects of direct 

mutations, such as the adenine-to-inosine editing of RNA, which mimics adenine-to-guanine 

substitution, and phosphorylation of proteins, which to some extent mimics emergence of negatively 

charged amino acids in protein sequences. These changes are correlated to a large extent, which results 

in formations of clusters of modifications along protein and RNA sequences. These clusters further 

add to the variability generated by heritable modifications. The aim of the work described in the present 

thesis is to assess the possible role of heritable modifications and their features such as clusterization 

on the expressed variability and rates of adaptation. In particular, we study the abundant A-to-I editing 

in soft-bodied cephalopods and protein phosphorylation in mammals. Our objectives include: 1) 

Constructing a theory of evolution of heritable modifications, 2) Assessment of the effects A-to-I RNA 

editing may have on the adaptation of soft-bodied cephalopods, 3) Assessment of the effects of protein 

phosphorylation on evolutionary patterns at modified sites, 4) Study of clusterization of A-to-I editing 

sites in soft-bodied cephalopods and phosphorylated amino acid residues in mammals and effects this 

clusterization may have on evolution. 

We begin by constructing a general theoretical framework for the studies focusing on the 

effects of heritable modifications of biological information on the evolution of organisms. These 

effects are discussed in terms of various existing concepts such as evolvability, rates of adaptation, 

phenotypic plasticity, exaptation and other. 

Next, we describe our published studies dedicated to adenine-to-inosine mRNA editing in 

coleoids, soft bodied cephalopods. In coleoids, adenine-to-inosine RNA editing, resulting in non-
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synonimous changes of codons, is orders of magnitude more frequent than in any other studied group 

of organisms. Editing is heritable, as adenine-to-inosine editing requires, firstly, specific trinucleotide 

contexts, and secondly local RNA structures. By studying selection regimes of edited adenines in 

coleoids, we find that positive selection is acting concordantly with editing: in positions occupied by 

frequently edited non-conserved adenines, there is selection towards guanines. 

Adenine-to-guanine RNA editing sites in coleoids tend to cluster. We show that their clustering 

contributes about a half to the variance generated by editing in general, thus further boosting the 

phenotypic variance. In an analogy between genetic variants and editing sites, this clustering 

corresponds to epistasis. We also show that editing sites tend to form clusters of three distinct size 

ranges, which correspond to three types of RNA secondary structures. These structures, when 

occurring around functional editing sites, tend to impose additional selective constraint on sequences, 

thus decreasing the genetic variance. Hence our findings point at a complex role of coleoid editing 

sites in general: whereas functional editing sites decrease genetic variability in their vicinity, non-

functional sites are points of increased observed variability. 

Finally, we describe our study of evolutionary patterns associated with phosphorylated amino 

acids in mammals. Phosphorylation is the most conserved and the best studied post-translational 

modification, which introduces local negative charge to protein globules, and phosphorylated serines 

have been shown to frequently mutate to or originate from negatively charged amino acids. The bulk 

of phosphorylated amino acids is represented by serines and threonines with a much lesser fraction of 

tyrosines and other amino acids such as histidines. Phosphorylation typically requires local contexts 

on the sequence, which are mostly grouped in families of acidic, basic, or proline contexts. In our study 

we employ the largest available dataset of phosphorylated residues and show that phosphorylated 

residues tend to cluster along the protein sequence. Interestingly, the major fraction of phosphorylated 

residues occurs in clusters and clustered residues exhibit a larger propensity to mutate to negatively 

charged amino acids and to have acidic contexts than the non-clustered ones. In addition, sites 
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phosphorylated in larger numbers of tissues tend to mutate to negatively charged amino acids more 

frequently than those phosphorylated in smaller numbers of tissues. This study points at a weaker 

selective constraint against mutations to negatively charged amino acids associated with clustered 

phosphorylation and contributes to our understanding of the evolution of negatively charged regions 

in proteins. 
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Chapter 1. Introduction 
1.1. Relevance and significance of the work 

Our studies are dedicated to, firstly, construction of a theoretical framework for evolutionary 

studies of biological information transmission and, secondly, to the analyses of several processes 

influencing this transmission. These lines of research are relevant in several aspects: 

Firstly, a large fraction of studies in systems biology are dedicated to various types of 

modifications of transmitted information such as post-translational modifications of proteins, 

regulation of transcription, regulation of the pool of mRNA in the cell by, e.g., micro-RNAs, etc. While 

these studies are concerned with the value of these processes from the standpoints of regulation or 

physiology, we propose an additional view from the evolutionary standpoint. Indeed, these processes 

may gain an evolutionary value by including non-coding loci and polymorphisms they harbor in the 

production of phenotypes. Although this is most likely not the primary role of information-modifying 

processes, the phenotypes they generate still can enhance adaptation rates or the rates of neutral 

evolution. 

Secondly, in our studies we consider amino acids in proteins as complex traits yielded, on the 

one hand, by sequences of respective codons and, on the other hand, by contexts needed for 

information-modifying machinery to operate. This gives us probably the largest set of complex traits 

ever studied. Complex traits have recently become an object for intensive studies dedicated to 

heritability yielded by non-coding polymorphism and the general non-coding constraint. There is 

generally three lines of research here: i. Structure of these traits, i.e. what are the processes behind the 

interaction of alleles, ii. Genetics of these traits, e.g., what is the fraction of epistatic variance or why 

is there polymorphism of complex traits, iii. Evolution of complex traits, i.e. how do complex traits 

evolve and what stands behind the changes in their distributions. At least for one information-

modifying process, mRNA editing in coleoid cephalopods, we provide at least partial answers to all 

these questions. 
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1.2. Personal contribution 
The analyses reported here have been performed by the author, except results presented in 

paragraphs 3.3.2 “Editing level is affected by secondary structure in adjacent RNA”, 4.3.3 “Medium-

range clusters of editing sites”, 4.3.4 “Long-range clusters of editing sites,) and 4.3.5 “Directionality 

of editing”, which have been obtained by Zoe Chervontseva and are summarized in, respectively, 

Figures 2BCD, 8B, 9B and 10C.  

 

Text presented here was written by the author and edited by the supervisor, except: 

1. Paragraph 3.2.2 (“Annotation of structured and unstructured regions”, which was written by 

Zoe Chervontseva. 

2. Paragraph 3.3.2 “Editing level is affected by secondary structure in adjacent RNA”, which was 

written jointly by Zoe Chervontseva and the author. 

3. Paragraph 3.4.2 “Positive selection in favor of E-to-G substitutions”, which was written by 

Prof. Georgii Bazykin. 

4. Paragraphs 4.2.6 “RNA structural annotations” and 4.2.7 “Structural mismatch annotations”, 

which were written jointly by Zoe Chervontseva and the author. 

They are included for completeness of the exposition. 

Conceptual work reported here was performed jointly by the author and the supervisor. 
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Chapter 2. Review of the literature 
Advances in molecular biology allow us to study effects conveyed by different alleles in contexts 

of specific biological processes. Of particular interest are processes of realization of genetically 

encoded information, which have been shown to be influenced by such factors as the general noise 

inherent to all molecular systems and programmed modifications. Both of the named factors may 

influence the effects of genetic variants on the phenotype, hence being potential major contributors to 

the evolution of traits. Consequently, in the past few years it has been shown that the bulk of heritability 

of traits in well-studied populations may stem not from polymorphism in genes, but rather from the 

non-coding genome. 

Biological information passes through some processes that may be studied in the context of 

evolution of traits. As these processes can generate ambiguous states as is the case with, e.g., 

alternative splicing, the affected traits arise not from the genotype itself, but from an ensemble of states 

genetically-encoded information takes. This adds an additional nuance to our view of evolution itself. 

Indeed, according to the classical scheme, evolution may be regarded as the loop of information with 

two steps: i. Genotype that is decoded and phenotype is produced, ii. Selection as well as random 

environmental processes influence the frequencies of phenotypes and hence alleles underlying the 

phenotypic values and the system returns to step (i). In our view, there is a third step between steps (i) 

and (ii), namely modifications genetically-encoded information can take. Regarding this step can 

greatly add to our understanding of biology behind evolutionary changes or evolutionary stability. 

Just like virtually any trait, the variation in heritable changes of the information decoding has 

generally three parts: i. Genetic variation, which stems from some specific context of changes such as 

variation in the sequences of RNA editing sites or in gene promoters, ii. Dependence of genotype on 

environment, as is the case with differential regulation of gene expression and iii. Noise conveyed by 

the environment. Over more than a century of evolutionary thought, multiple theoretical frameworks 

concerning all of these aspects have been formulated and some are applicable here. 
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In the following chapter, we review some of the most studied processes influencing decoding of 

information as well as the theories, which may provide the frameworks for describing the effects of 

individual processes on the evolution of organisms. Finally, we find that various profound aspects of 

the effects of biological information modifications on the general evolutionary process may be studied 

using a small and largely redundant set of tests, which are listed in the concluding section. Thus, this 

review provides the most general theoretical framework for studying modifications of biological 

information.  

2.1. Introduction 
Organisms evolve by accumulating heritable changes in phenotype which are constantly 

supplied by the mutational process (Kimura 1983). If these changes are selected upon, organisms are 

said to adapt, and so adaptations, or any heritable changes at that matter, are impossible without 

random genetic changes (Dobzhansky, Hecht, and Steere 1968; Kimura 1983; Lynch and Walsh 1998). 

Consequently, the mutational process and genetic variation it generates have been some of the main 

subjects of biology in the past century (Kimura 1983; Seplyarskiy et al. 2021). 

Both empirical and theoretical evolutionary studies are mainly focused on the effects of genetic 

variation arising in coding sequences of proteins or sequences coding for structural RNA. However, it 

recently has become clear that a large fraction of genetic variation may be explained not by variation 

in coding sequences or functional RNA sequences, but rather by variation in non-coding modifier loci 

(Karczewski et al. 2020; Seplyarskiy et al. 2021). And even if we look at such phenotypes as protein 

sequences encoded in sequences of codons, the pure direct genotype-to-phenotype perspective is a 

rather simplistic one, and the discoveries in the field of evolutionary molecular biology may provide a 

more accurate and nuanced picture, which includes the features of the transmission of information 

within a living organism from genomic sequences to phenotypes. Information transmission is also  

subject to multiple random changes, some of which may be heritable, hence being prone to neutral 

evolution and natural selection. Mainly, information within the cell is transmitted from DNA to RNA 



 23 

and sometimes further from RNA to proteins (Crick 1958; Crick et al. 1961) and can be modified on 

each of these steps via, e.g. alternative RNA splicing (Mironov et al. 2021), RNA editing (Eisenberg 

and Levanon 2018), ambiguous codon decoding (Feketová et al. 2010), translation of upstream ORFs 

( Zhang et al. 2021) and further, e.g. by post-translational modifications of proteins (Huang et al. 2018). 

All these processes have the potential to introduce novel phenotypic variants, and (almost) all of them 

have a necessary heritable component in the form of specific contexts, thus having potential to 

introduce heritable changes in resulting phenotypes and hence may constitute some of the driving 

forces behind evolution.  

Modifications of biological information such as alternative splicing or alternative gene 

expression give rise to a variety of regulated responses to environment (Ghalambor et al. 2015; Liu et 

al. 2022). And, as survival of organisms largely depends on the adequacy of responses to 

environmental stimuli, the heritable variance in information transmission can be viewed as a necessary 

part of adaptation, which has been suggested to include, on par with selection-driven genetic changes, 

induction of traits by environment. As West-Eberhard puts it: “If it is the phenotype, not the genotype, 

that is the object of selection, then selection can proceed for generations without genetic variation and 

without an evolutionary effect, as long as there is developmentally significant environmental 

variation.” (West-Eberhard 2005). In addition, modifications themselves may depend on the 

environment. And so, we argue that modification of transmitted biological information can be a source 

of heritable changes on multiple levels and should be regarded in studies aiming to understand the 

general evolutionary patterns. 

Also, virtually all known organisms, especially complex ones, utilize multiple modifiers of 

biological information to diversify the transcriptome, regulate development and regulate responses to 

the environment (Koonin 2016; Duclos, Hendrikse, and Jamniczky 2019). This leads to a possibility 

of novel variants, such as proteins with additional sequences coded by newly acquired exons, arising 

purely by means of variation in information-modifying processes. Another characteristic of complex 
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organisms is a typically lower effective population size (Kimura 1983), which leads to less effective 

selection, which, in turn, may lead to evolution exploiting alternative sources of variation beyond 

standard non-synonymous substitution/indel/gene reassortation mutations within genes. Hence, 

evolution of organismal complexity to be at some degree deemed evolution of characters acquired via 

epigenetic modification of encoded information (Hoekstra and Coyne 2007). 

We begin our review by listing the most studied information-modifying processes and possible 

sources of additional genetic variation they can introduce. Further, we list the existing theories 

focusing on the evolution of information-modifying processes. As we feel it impossible to ignore the 

colossal body of intellectual work focusing on various aspects of adaptation, namely genetic 

assimilation, exaptation, influence of epistasis, adaptation of multi-locus characters, evolvability and 

others, we further discuss our subject in terms of each of these fields. As the terminologies used to 

formulate some of these concepts, such as exaptation, are not readily applicable to the current omics-

centered studies, we re-define some parts of the concepts where it is due. Next, we review the data on 

the evolution of various epigenetic modifications of biological information and suggest possible 

directions for future studies. We conclude with a list of remarks, ideas and speculations that fall in 

frames of our topic. 

2.2. Heritable modifiers of biological information 
Before we proceed with the discussion of effects on adaptation posed by heritable variation in 

information transmission pathways, a necessary remark should be made about the scope of the general 

theme of this thesis. We do not discuss modifications with no long-term heritability, e.g. heritable 

histone modifications, as short-term heritability means limited time when selection can operate 

(Charlesworth, Barton, and Charlesworth 2017), which renders this route of adaptation ineffective. For 

reviews and discussions see (Charlesworth, Barton, and Charlesworth 2017; Samhita 2021). Likewise, 

we do not discuss in detail processes influencing the genome, e.g. stress-induced mutagenesis, 

CRISPR-cas, or mutational process in general, however we do refer to some studies on these topics 
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where necessary. For reviews, see (Koonin and Wolf 2009; Koonin 2012; Charlesworth, Barton, and 

Charlesworth 2017). This leaves us with the following, not necessarily comprehensive, list of 

processes. 

1. Differential expression. The rate of the bulk of chemical reactions catalyzed by enzymes and 

ribozymes, association of structural molecules and regulatory interactions between biological 

polymers mostly depends on two factors: concentration of proteins or other biologically-active 

molecules and the capacity of individual molecules to associate with some substrate or 

transform it ( Wright 1929; Bisswanger 2014). The former is defined mostly by expression of 

a molecule, whereas the latter is defined by the properties of its chemical structure like the 

sequences of RNA or protein molecules (Michaelis and Menten 1913; Srinivasan 2021). Thus, 

the reaction a protein or an RNA is involved in can be evolutionary influenced either by 

changes in the protein or RNA sequence itself or by changes in promoter sequences. As 

promoters co-evolve with transcription factor sequences (Lynch and Hagner 2015), expression 

is also influenced by the portion of genes coding for transcription factors. One additional level 

on which mutational process may influence some given reaction or interaction may be posed 

by sequences of, e.g, RNA polymerases or histones which non-specifically influence 

transcription in general. 

2. Alternative splicing. One of the characteristic features of Eukaryotes are genes in pieces, i.e. 

coding sequences comprising exons separated in their genomes by non-coding sequences: 

introns (Koonin, Csuros, and Rogozin 2013). Each exon-intron junction is defined by splicing 

sites, forming pairs on both sides of each intron: donor sites and acceptor sites with additional 

branching sites located in the vicinity of acceptor sites. The pattern of splicing can alternate 

between different tissues and lineages, being par excellence genetically determined (Merkin et 

al. 2012; Hiller and Platzer 2008; Mironov et al. 2021). Thus, the inclusion of exons in protein 

sequences is governed by splicing sites, and that gives us an additional source of variation in 
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protein sequences. In other words, the effects of alleles at protein-coding regions depend both 

on the nature of these alleles and on the efficiency of splicing sites, which govern the inclusion 

of focal coding sites in resulting mature mRNAs (Mironov et al. 2021). Apart from the splicing 

site-exon sequences pair, one could also regard splicing enhancer site-splicing site pair, where 

splicing signal at a given site partially depends on the splicing-enhancer sequence (Wang and 

Burge 2008). As in the previous case, additional non-specific trans-effects in the form of 

splicing machinery can be regarded as an additional layer influencing decoding of a given 

coding sequence. 

3. Alternative polyadenylation. Polyadenylation is a process of adding multiple adenosine 

monomers to the 3' end of mRNA in the process of its maturation (Tian 2005). The number of 

added adenines is controlled by sequences of polyadenylation sites located downstream from 

coding sequences and regulates mRNA stability and translation rates of protein products from 

coding regions (Tian 2005; Zhang et al. 2021). At the population-level, apart from variations 

in poly-A tails caused by differences in sequences of specific polyadenylation sites, there may 

be additional variation caused by multiple alternative polyadenylation sites governing 

translation of some given gene (Tian and Manley 2017). Here, we have the following three 

types of sites: i) Coding regions in mature mRNAs ii) Polyadenylation sites iii) Sequences of 

factors involved in polyadenylation machinery. 

4. RNA editing. Changes in translated RNA sequences are a widespread mechanism used by 

organisms on various branches on the tree of life to fight viruses, produce coding sequences 

from error-rich DNA templates, regulate gene activity or provide final stages to the genesis of 

biologically active RNA molecules, e.g. tRNAs (Eisenberg and Levanon 2018; Pecori et al. 

2022). The most widespread types of RNA editing in metazoans are cytosine-to-uracil (C-to-

U) editing performed by ABOBEC and adenine-to-inosine (A-to-I) editing performed by 

ADAR. Typically, RNA editing is performed on nucleotides located in double-stranded RNA 
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molecules with sometimes a specific nucleotide context surrounding the focal editing site, thus 

providing the basis for heredity of editing sites (Alon et al. 2012). This gives us another 

example of a context influencing decoding at a focal (editing) site along with the corresponding 

possibility of evolutionary changes of the editing process itself through changes in, e.g., 

APOBEC or ADAR sequences.  

5. micro-RNAs/siRNAs. Micro (mi) RNAs and small interfering (si) RNAs are the most 

widespread regulators of gene expression at post-transcriptional level. These molecules 

function via complementary binding to small (approx. 20-22nt) regions on transcripts and 

attracting enzymes which destroy the transcript or render it non-translatable by depositing it in 

dense granules. Both miRNAs and siRNAs may act as cis-regulators if they are translated from 

intronic sequences of regulated gene or as trans-regulators in case of their location in other 

non-coding regions. In our terms, the general scheme here is very much similar to that in case 

of transcription regulators: regulatory sequence that has no phenotypic effect besides acting on 

phenotypic effects of other sequences. However, one important difference here is that 

regulation by means of mi-and siRNAs requires a portion of the target sequence to be 

complementary to regulating RNA molecules. Thus, both regulatory and target sequences 

govern the efficiency of regulation. Of course, apart from sequences of miRNAs and siRNAs 

influencing specific genes, sequences of enzymes that govern this mode of regulation such as 

DICER or RISC complexes provide an additional layer to evolution of these processes 

(Berezikov 2011). 

6. Programmed ribosomal frameshifting. A single transcript does not necessarily need to 

harbor a single coding sequence in a single reading frame. Instead, proteins are in multiple 

instances translated from multiple reading frames joined by the events of ribosome shifting by 

a number of nucleotides that is not a multiple of three. Such events are known as ribosomal 

frameshifting, and a plethora of known organisms, especially viruses, utilize ribosomal 
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frameshifting for the sake of regulation. To be both inherited and regulated in specific sites, 

ribosomal frameshifting requires specific features to be present in the vicinity of a site where 

reading frames should be changed, i.e. context on the sequence and/or specific RNA structures 

(Atkins et al. 2016). The three types of sites here are constituted by: i) coding sequences located 

in multiple reading frames, ii) sequences of RNA structures or contextual sequences of 

frameshift sites, iii) sequences of proteins and RNA molecules comprising ribosomes. 

7. u-ORFs. Upstream open reading frames (ORFs) are ORFs located in 5’-untranslated regions 

of transcripts that are capable of attenuating translation at downstream coding ORFs. As in the 

case of elements affecting transcription, here we have a sequence of a gene, its decoding 

affected by regulatory sequence and sequences of translation apparatus non-specifically 

affecting this process (Zhang et al. 2021). 

8. Context-dependent protein modifications. Proteins are known to frequently undergo post-

translational modifications (Huang et al. 2018; The UniProt Consortium 2019). Whereas the 

bulk of these modifications actually happening in cell are non-specific as is the case with 

chemical acetylation of proteins in mitochondria or ubiquitination (Baeza, Smallegan, and 

Denu 2016; Sadowski and Sarcevic 2010), other modifications are guided by contexts, e.g., 

protein phosphorylation (Villén et al. 2007). Although specific contexts are not known for a 

number of frequent modifications, such as acetylation, the consistency of modifications 

observed on specific residues points at the presence of some sequence or structural contexts 

(Zhang et al. 2009). Contextual sequences thus influence decoding of codons coding for 

modified amino acid residues, this influence being heritable. This adds to our growing list yet 

another trio: i) codons coding for modified amino acids, ii) contextual sequences guiding 

modification iii) sequences of phosphorylases, acetylases etc, that may be either site-specific, 

in which case they may be coupled with contextual sequences, or non-specific (pleiotropic) 

and influence the process non-specifically. 
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 The discussed processes share two common traits: 

1. Evolution of protein sequences that are produced as a result of these processes can take at least 

two forms: evolution of contexts or evolution of sequences per se. In addition, there may be 

another level: evolution of the molecular machinery performing modifications, e.g. ADAR 

complexes in cases of A-to-I RNA editing or snRNAs in case of alternative splicing. Although 

theoretically this third route is possible, we deem it generally unlikely due to the following 

reasons. Firstly, respective polymorphisms will have large pleiotropic effects, which would 

make these polymorphisms less likely to be neutral or beneficial. Secondly, in case of adaptive 

evolution there would likely be recombination-driven loss of associations between beneficial 

variants and the variants of information-modifying machinery. Nonetheless, as in the case of 

stress-induced loss of translation termination in yeast, general modulations of decoding 

machinery may produce beneficial phenotypes in some extreme conditions (discussed below, 

“E-variance mediated adaptation” and “Evolvability”). 

2. In each case, there is some level of variance in decodings, i.e. expressed states, associated with 

the process. This variance may be associated with the variation in levels of modifications 

conveyed by individual sites or in the emergence of new modifications along the genome, e.g. 

variation in transcription levels and noisy transcription of random parts of the genome. 

However, the emergence of variance is in these cases at least partially governed by genetic 

variants present at respective contexts, and thus these contexts and hence ensembles of 

decodings may change by means of mutation, selection and drift. 

 

Now we clarify some of the terminology used below. Here, we call the primary targets of selection, 

i.e. protein or RNA sequences, primary sites, and the secondary targets, i.e. contexts of information 

modifiers, secondary sites. Sequences of entities governing information modifications in general, e.g., 

ribosomes, small nuclear RNAs or polymerases, we call tertiary sites. Respectively, we refer to 
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selection at these levels as primary, secondary or tertiary selection. To refrain from introducing a large 

body of novel terms and use the widely accepted ones instead, we refer to decodings of primary sites 

as traits. Consequently, as we are dealing here with ensembles of decodings and ambiguous 

expressions for each primary site, we also discuss our topic using the terms “penetrance” and “trait 

variance”. For the latter, as mentioned before, we also employ Fisher’s approach and presume it to be 

comprised of three summands: variance explained by genetic polymorphism (G-variance), variance 

arising from different expression of alleles under varying environmental conditions (GxE covariance) 

and variance explained by environment (E-variance). The latter is comprised of variances arising due 

to specific conditions such as the effects of different environments population lives in, family effects, 

maternal effects etc. and the variance not assignable to any effect (Lynch and Walsh 1998). The 

discussed processes and the corresponding primary, secondary and tertiary sites in each case are 

summarized in Table 1. 

 

Table 1 | Discussed information-modifying processes 

Process Primary sites Secondary sites Tertiary sites 

Differential 
expression 

Protein / RNA 
sequences 

Promoter binding sites / 
transcription factors 

Polymerase / histone 
genes 

Alternative 
splicing #1 

Protein 
sequences 

Splicing sites snRNAs 

Alternative 
splicing #2 

Splicing sites Splicing enhancers / RNA-
binding proteins 

snRNAs 

RNA editing Protein / RNA 
sequences / 
splicing sites 

RNA structural 
nucleotides / sequence 
contexts 

ADAR / APOBEC 
complexes 

miRNAs / siRNAs Protein 
sequences 

Sequences of pre-mi / 
siRNAs 

Complexes governing 
RNA-interference 

uORFs Protein 
sequences 

uORF sequences Ribosome 

Protein 
modifications #1 

Protein 
sequences 

Contexts of modifications Non-site-specific 
modifying enzymes 
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Protein 
modifications #2 

Protein 
sequences 

Contexts of modifications 
/ site-specific modifying 
enzymes 

Higher-level 
regulators 

Alternative 
polyadenylation 

mRNA 
sequences 

Polyadenylation sites Polyadenylation and 
splicing machinery 

Ribosomal 
frameshifting 

Protein 
sequences 

Frameshifting contexts Ribosome 

2.3. Evolution of information modifiers 
Modifiers of biological information are typically considered as means to produce controlled 

diversity of genes, which is used in regulation of organismal development and in regulation of 

responses to changing environmental conditions (Ghalambor et al. 2015; Eisenberg and Levanon 2018; 

Wang and Burge 2008; Wang et al. 2015; Wang and Cooper 2007). Consequently, genetically encoded 

information undergoes famously frequent modifications in organs with the most complex development 

and with the largest degrees of functional plasticity, e.g. in neural tissues of vertebrates and molluscs 

(Su and Tarn 2018; Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018). Modifications are 

so common that major fractions of genes in higher metazoans are known to be modified at some point 

of the organism's life in some subset of organs by, e.g., alternative splicing (Mironov, Fickett, and 

Gelfand 1999). While regulation is clearly the prevailing role of encoded information modifications, 

some authors suggested that the initial functions of some of these modifications had been different. 

For instance, it could have emerged as a mechanism to cope with the invasion of introns in early 

eukaryotic life forms (Koonin 2006). Alternative splicing thus initially had to be noise generated by 

errors of the splicing apparatus. Due to the contextual nature of splicing, this noise was heritable, and 

thus there was a potential for emergence of controlled alternative splicing purely by means of 

mutational process and selection. 

Perhaps the first theory describing evolution of alleles modifying information expressed by 

other alleles is the Fisher’s theory of dominance (Fisher 1928; Wright 1929). Fisher has proposed that, 

although originally all mutations are semidominant, subsequent selection on dominance-modifying 
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alleles changes the degree of dominance at focal sites, rendering deleterious alleles recessive and 

making beneficial alleles dominant. Initially criticized by Wright and other authors, this theory is 

generally not accepted today, however there are a number of examples, where it may be applied 

(Wright 1929; 1934; Charlesworth 1979; Lynch and Walsh 1998). In particular, this theory may be 

applied in cases of polymorphisms under balancing selection: long-standing polymorphism gives 

modifier mutations enough time to emerge and spread to fixation (Charlesworth 1979). As information 

modifiers may produce ambiguously decoded states highly reminiscent of heterozygotes (see below, 

“Balancing selection”), which are maintained through long periods of time, similar ideas may be 

applied here when we consider beneficial vs. deleterious decodings. A minor difference is that under 

our terminology we should call selection on modifier alleles selection on variants at secondary sites. 

Rupert Riedl, an Austrian zoologist and an advocate of the extension of the Modern Synthesis 

argued that in the inferences of the general features of biological evolution we cannot ignore the 

constraints imposed by development and genetic architecture (Riedl and Auer 1975; Wagner and 

Laubichler 2004). In his book Die Ordnung des Lebendigen (“Order in living organisms”) and in 

commentary article he raises a question in the context of the adaptation rates: “...what would happen 

if independent genetic units, the structural results of which have become functionally dependent, were 

also to become epigenetically dependent, for example, by adopting a superimposed genetic unit upon 

which both are dependent, as in the case of two structural genes dependent on an operator gene?” 

(Riedl and Auer 1975; Riedl 1977). Riedl’s answer is that, in cases of genetic dependencies, adaptation 

may be by mutations in both operator and focal gene sequences leading to similar phenotypes. Thus, 

the waiting time for a beneficial change generally decreases. In the context of processes that we 

discuss, evolution at secondary sites may produce beneficial phenotypes and influence selective 

pressure on the primary sites as is the case with, e.g. RNA editing, where edited states, being 

consequences of the sequences at secondary sites, may mimic substitutions at primary sites (Popitsch 

et al. 2020; Moldovan et al. 2020). 
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 Some authors point out the role of the noise generated by epigenetics in boosting phenotypic 

variance. In a review on the evolution of A-to-I RNA editing, Gommans, Mullen and Maas write: 

“Substantial transcriptome and proteome variability is generated by A-to-I RNA editing through site-

selective post-transcriptional recoding of single nucleotides. We posit that this epigenetic source of 

phenotypic variation is an unrecognized mechanism of adaptive evolution.” (Gommans, Mullen, and 

Maas 2009). They put forward a theory which they call Continuous Probing Hypothesis (CoP), which 

states that a large number of adenines is subjected to sporadic low-level A-to-I RNA editing, which 

allows organisms to explore the mutation space without generating novel variants with high penetrance 

via non-synonymous substitutions it: “The genetic variation introduced through editing occurs at low 

evolutionary cost since predominant production of the wild-type protein is retained.”. 

A number of critical comments are due here. (1) If the generated variation comes at a low 

evolutionary cost, the alternative variants should have minor effects on the proteome, hence beneficial 

variants may experience no effective selection. Indeed, consider an adenine with a non-synonymous 

substitution to guanine edited in 1% of transcripts due to the noise, which is a reasonable assumption 

for A-to-I editing (Liscovitch-Brauer et al. 2017). Then, if we expect efficient selection at secondary 

sites on variants giving this 1% editing and there is no dominance, the coefficient of selection for 

guanine at primary site has to be quite large – at least of the order of 200/Ne, which is about 0.01 for 

the human population. This would make the sites effectively selected for their editing, even 

theoretically, a rather rare phenomenon, unless some polymorphisms at secondary sites yield dramatic 

increase in penetrance of editing. (2) Gommans et al., similar to Riedl, view A-to-I editing as a source 

of evolvability: “...molecular mechanisms that increase genetic variability and/or flexibility, e.g., may 

increase the evolvability of species if they increase an organism's ability to express novel phenotypic 

variation in response to changing environments. If so, then selection may favor systems with high 

levels of genetic variance and/or significant phenotypic plasticity” (Gommans, Mullen, and Maas 

2009). However, evolvability may not be the central theme here. Indeed, whereas evolution of 
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evolvability presumes that characters increasing polymorphism should evolve for exactly this property, 

evolutionary value of A-to-I editing could have arisen purely by chance, i.e. be non-evolved, and 

evolution simply acts on the variants editing generates instead of acting on the cause of variance (see 

below, “Evolvability”) (Gould and Lewontin 1979; Partridge and Barton 2000). (3) If editing is a major 

driving force of evolution, positively selected A-to-G substitutions should in a sufficiently large 

number of cases bear signatures of editing, which so far has been shown only indirectly (Popitsch et 

al. 2020; Moldovan et al. 2020). 4) As we discuss later, secondary sites may overlap with other 

secondary sites as is the case with overlapping promoter sequences or may overlap with primary sites 

like in case of A-to-I editing site contexts (Moldovan et al. 2022). If such overlap happens, 

polymorphism at secondary sites will influence multiple traits and thus will be pleiotropic, and 

pleiotropy, although quite widespread in nature, is generally known to decrease evolvability by 

imposing additional constraints on evolution at a single locus (Hughes and Leips 2017). 

We believe that some other views heritable information modifiers (HIMs) evolution pose a 

reasonable addition to the body of theoretical investigations performed so far. In particular, we would 

like to emphasize that evolution of HIMs follows the same routes as evolution of any other trait or 

process and involves mutation, selection and drift, yet may provide some insights into features of 

evolutionary process with regard to the genome architecture of living organisms. In subsequent 

chapters, we will consider evolution of HIMs and its relatedness to the evolution at primary sites in 

contexts of multiple widely accepted theories and discuss the effects HIMs may have on the evolution 

of organisms. 

  



 35 

2.4. Epistasis 
The term epistasis usually invokes two main connotations. Firstly, epistasis is a component in 

the trait variance associated with interdependencies of phenotypic effects of genotypes or alleles at 

different loci. This value is calculated for a given population and can vary depending on, e.g., 

frequencies of alleles in the population (Lynch and Walsh 1998). Secondly and consequently, epistasis 

is thought of as the nonlinearity of genotype-to-phenotype maps, this nonlinearity resulting in their 

complex shapes. In the case of genotype-to-fitness map, termed fitness landscape, epistasis makes the 

landscape generally less passable, as a larger portion of genotypes accessible to a population at any 

time results in deleterious phenotypes ( Smith 1970; de Visser and Krug 2014; Usmanova et al. 2015; 

Kondrashov and Kondrashov 2015). The rest of mutations are either effectively neutral or mildly 

deleterious or beneficial and comprise evolutionary trajectories that a given population can traverse. 

Epistasis in the form of amplification of deleterious allelic effects, termed negative epistasis, thus 

results in the further general narrowing of these trajectories, i.e. to a smaller number of tolerated 

mutations at any time. As it has been shown that negative epistasis is the prevailing form of 

nonlinearity in fitness landscapes, high degrees of epistasis have been proposed to slow down 

adaptation and increase genetic load by multiplying effects of mildly deleterious alleles (Carter, 

Hermisson, and Hansen 2005; Kondrashov and Kondrashov 2015; Bendixsen, Østman, and Hayden 

2017). 

In the case of information modifiers discussed in this essay, there is an evident epistasis 

between the primary and secondary sites. For instance, damaging of splicing sites by the mutational 

process results in changes of effects of alleles in respective exons to zero. Consider a trait influenced 

by variants at an exonic biallelic locus on average by the value s. The alleles at this locus, A and a, are 

at frequencies p and 1–p. Further, if a polymorphism at a splicing site arises, there would be two 

splicing site alleles: B and b on frequencies q and 1–q. Consider a polymorphism arising in linkage 

with the A allele, such that B results in a fully functional splicing site, and b – in a completely non-
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functional one. Then the epistatic variance, in the absence of dominance and under complete linkage, 

will be sq(1–q), i.e. non-zero. Note that under no linkage as may be the case for, e.g., micro-RNAs, 

variance will be still non-zero: spq(1–pq). The same, i.e. epistasis arising from context-primary site 

interdependence, can be shown for other considered processes. 

Interestingly, epistasis discussed here, at least theoretically, opens novel adaptive trajectories 

rather than closes the existing ones. This is explained by novel polymorphisms at contextual sites, that 

might otherwise be completely neutral, having the possibility to influence adaptation. Mathematically, 

this results from the addition of novel dimensions to the genotype-to-phenotype map brought about by 

additional sites (Moldovan et al. 2020). Moreover, the perspective of epistasis yields another nuance: 

in the above example, there is a polymorphism in the presence of an exon with some phenotypic effect. 

If the exon is ancestral, the epistasis between the exon and the splicing site is in fact limiting adaptation 

by excluding variants present in the exon. Analogously, Gommans et al. propose that in the case of A-

to-I editing, adaptation is facilitated by the inclusion of synonymous polymorphisms, arising in the A-

to-I editing site contexts, in the evolutionary process, or, in other words, by the creation of epistatic 

links between synonymous and nonsynonymous polymorphisms (Gommans, Mullen, and Maas 2009). 

However, if a contextual polymorphism is non-synonymous, editing creates an epistatic link between 

polymorphisms with phenotypic effects, which is expected to generally limit adaptation due to the 

arising pleiotropy at the contextual site (Hoekstra and Coyne 2007; Hughes and Leips 2017). 

2.5. Polymorphism and polygenic traits 
Due to the epistasis arising between primary and secondary (contextual) sites, the number of 

sites with effectively independent mutations in the genome decreases due to emergence of alternative 

mutations with similar phenotypic effects (Moldovan et al. 2020). Also, as mentioned before, the 

number of possible non-neutral mutations generally increases, as some of them are affecting contexts. 

These two factors result in the enhanced rates of non-neutral mutations supplied by the mutational 

process, thus potentially affecting the speed of adaptation, which Maynard Smith defined as the rate 
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of accumulation of beneficial variants (Maynard Smith 1976). Here, we define polymorphism as the 

population mutation rate θ = 4Neμ, where μ is the per-site mutation rate (Maynard Smith 1976; Kimura 

1983). Also it should be noted that polymorphism mostly varies due to varying effective population 

size Ne, as μ varies to a much lesser degree (Zuckerkandl and Pauling 1965; Kimura 1983; Bromham 

and Penny 2003).  

But can increase in the population’s genetic variability influence the rates of adaptation? On 

the one hand, natural populations and mutation rates are so large that given enough time any beneficial 

variant should arise multiple times and be eventually fixed. Moreover, the time needed for a beneficial 

variant to be fixed is typically not that large on the evolutionary timescale (Kimura 1983). 

Consequently, the data-supported evidence for more rapid accumulation of beneficial variants in 

highly polymorphic populations relative to low-polymorphic ones is scarce (Bell 2013; Rousselle et 

al. 2020). On the other hand, at least theoretically, polymorphism should influence the rates of 

adaptation, as θ enters the expression for the rate of adaptive substitutions k with selection coefficient 

s: k = θs (Maynard Smith 1976; Kimura 1983). Moreover, as the differences in θ are mainly a 

consequence of differences in effective population sizes, and the relation of selection coefficient of an 

allele to the inverse of effective population sizes determines the regime of the allele’s evolution, 

namely selection or genetic drift (Kimura 1983), in more polymorphic populations selection is 

expected to act more efficiently on mildly beneficial variants with s of the order of 1/Ne. In simulation 

experiments, Lynch and Hagner demonstrated that selection of complex traits as well as the number 

of mutational paths available to populations (selective sieve) are largely dependent on the effective 

size (Lynch and Hagner 2015; Lynch 2020). However, the applicability of this result to real life should 

largely depend on the distribution of fitness effects in nature. Only recently, Rousselle et al. proposed 

a resolution to this problem. By analyzing the rates of accumulation of adaptive substitutions in 

metazoan lineages they have shown that in very low-polymorphic populations, e.g., human, the influx 

of random mutations should in fact influence the rate of adaptation (Rousselle et al. 2020). If, however, 
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polymorphism in a considered population is above approx. 1%, the increased mutation rate does not 

increase the rate of adaptation. Thus, if a population experiences contractions in size or strong founder 

effects, naturally occurring mutations may not provide enough genetic variance for efficient 

adaptation. 

Another line of discussion here is as follows. Selection acts at the level of traits, not variants 

(Gould and Lewontin 1979), and many traits are known to be influenced by multiple genetic loci 

(Lynch and Walsh 1998). Thus, if a trait is selected upon, multiple alternative alleles can be supported 

by selection, however this depends on the interaction between the alleles (epistasis). Indeed, if a 

beneficial trait arises only if multiple specific mutations are present (positive epistasis), such trait 

would most likely never emerge, as the probability of fixation, and hence the inverse waiting time, of 

specific variants at multiple loci is negligibly small (Riedl 1977). Another extreme is a trait that arises 

via fixation of any of alternative alleles (negative epistasis). In this case the waiting time of fixation of 

beneficial traits decreases exponentially with the number of alleles (Riedl 1977). In the absence of 

epistasis, adaptation still should be faster than in the case of a single-locus trait, as efficiently selected 

trait-inducing variants are expected to fix more frequently due to their numerosity. In support of this 

idea, it was shown that traits in low-Ne populations evolve faster if influenced by multiple loci (Lynch 

2020). 

Thus, surplus genetic variation provided by information modifications may in fact increase the 

rate of adaptation by providing additional variation in the form of polymorphic secondary sites. In 

some cases, e.g., in the case of polymorphism in promoters yielding alternative gene expression and 

hence alternative phenotypes, polymorphic secondary sites may provide additional venues for 

adaptation (Hoekstra and Coyne 2007). In other cases, such as the A-to-I RNA editing mimicking A-

to-G polymorphism, selection at secondary sites is somewhat alternative to selection at primary sites 

and hence decreases the intensity of the latter. Under this scenario, specific genetic patterns emerging 

at secondary sites make the decoding of a primary site a de facto polygenic trait and may fully 
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compensate for low polymorphism, insufficient for quick responses to primary selection (M. 

Moldovan et al. 2020). 

Finally, at the end of this chapter, as we will do at the end of subsequent chapters, we would 

like to speculate about the analyses needed to support the hypothesis, which is in this case the ability 

of heritable information modifiers to promote adaptation. Suppose a population is subjected to 

selective pressure and there is a certain level of polymorphism associated with both primary and 

secondary sites. What fraction of adaptive changes do we expect to come from changes of frequencies 

of alleles at secondary sites and how will these changes influence selection at primary sites? Evidently, 

selection at secondary sites may promote adaptations, as demonstrated by multiple studies (Berg and 

von Hippel 1988; Berg, Willmann, and Lässig 2004; Mustonen and Lassig 2005; Mustonen et al. 2008; 

Lynch and Hagner 2015; Singh et al. 2017). In the case of gene promoters, there is even a (criticized) 

notion about secondary selection for promoters being a larger factor in adaptation than the primary 

selection on the sequences of genes (Hoekstra and Coyne 2007). Thus, the problem amounts to the 

search of secondary selection, which may be not an easy task. Indeed, whereas methods for selection 

inference in coding sequences are numerous, highly precise, and in many cases do not even require 

large amounts of data, inference of selection at a given set of sites in a general case requires information 

about local mutation rates, rates of allele frequency changes, or distributions of allele frequencies on 

haplotypes (Walsh, Lynch, and Lynch 2018). 

Another question that should be discussed here is whether selection-driven mutations at 

secondary sites influence the intensity of selection at primary sites and vice versa, and in particular 

whether selection at secondary sites may compensate selection at primary sites. This problem is more 

complex than the one discussed above, as its solution requires not only the assessment of the 

magnitudes of primary and secondary selection, but also tests for epistasis between respective 

polymorphisms. In the context of evolution of low-polymorphic populations it may be checked 

whether heritable variation at secondary sites, even under conditions of modification-generated 
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variants being less beneficial than the hypothetical variants at primary sites, is still able to promote 

adaptation. 

2.6. Exaptation 
As Darwin has pointed out, basically any organ can have multiple functions, and selection can 

act on any one of them at any time depending on the demands imposed by the environment on the 

population (Darwin 1872). For instance, feathers in birds are hypothesized to have emerged as 

insulators, but later took on an additional function when the ancestors of birds started to enjoy the 

benefits of flight. In addition, feathers may be used in mating rituals, hunting, fishing, etc. (Ostrom 

1974; 1979; Gould and Vrba 1982).  

 Following Darwin’s idea, researchers coined the term “preadaptation” to describe selection on 

secondary functions of organs (Limoges 1976). However, the term is inconsistent with the Darwinian 

view of evolution as the product of bona fide random mutational process, as it has a teleological ring 

to it, and, consequently, its usage has been largely criticized ( Gould and Vrba 1982). Gould and Vrba 

recognized this problem stating “...we traditionally apologize for "preadaptation" in our textbooks, 

and laboriously point out to students that we do not mean to imply foreordination, and that the word 

is somehow wrong (though the concept is secure)” and proposed a solution in the form of a novel term 

– exaptation. It was suggested that “...characters, evolved for other usages (or for no function at all), 

and later "coopted" for their current role, be called exaptations.”. However, one can easily notice a 

problem with the concept of exaptation as well. 

In the evolutionary-genomic point of view, especially at the level of individual nucleotides, the 

concepts of “function” or “usage” become elusive at best. Indeed, whereas in some cases we can 

explicitly say that specific nucleotides at specific loci increase fitness relative to other variants by 

means of, e.g., enhancing strength of binding of DNA sequences with transcription factors ( Berg and 

von Hippel 1988; Mustonen et al. 2008), for the overwhelming majority of known positively selected 

variants no function can be established (Booker, Jackson, and Keightley 2017; Walsh and Lynch 
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2018). Thus, from the pure methodological perspective, the concept of exaptation is not 

straightforwardly applicable to site-centered studies. Further problems may stem from a more general 

issue: the concept of “evolution for [function] or [usage]” itself. Firstly, the word “function” in a non-

mathematical sense typically refers to some sort of purpose of the object, and thus is itself somewhat 

teleological, as the very word telos (in Greek) refers to purpose. In particular, the phrase “...evolved 

for … function...” sounds in this regard as hardly compatible with Darwinian evolution. Secondly, 

“function” is typically described by a narrative expressed in a natural language, that is, from the 

philosophia naturalis point of view, arbitrarily and hardly formalizable in the vast majority of studied 

cases of natural selection at the molecular level. This manifests, in particular, in our seeming inability 

to assign functional roles to the majority of selected nucleotide variants, mentioned before.  

This problem was addressed by Riedl in Strukturen der Komplexität (“Structures of 

Complexity”) (Riedl 2000). Riedl argues that the word “function” does not need to have a teleological 

connotation, as functions “do not necessarily harbor intentions”. He further elaborates on this topic by 

comparing two German expressions that can both be translated as “purpose”: functionale Zwecke 

(functional purposes) and Absicht (intent). Riedl states that the former is not as much teleological as 

the latter, as it does not presume a subject with possible intents. Another solution to this problem, 

according to Riedl, is the usage of Aristotle’s term entelechy to describe the purposes behind biological 

functions. Entelechy is defined as “that which bears its goal within itself”, i.e. the purpose and the 

object are presumed inseparable. Riedl’s suggestions, however, do not provide a full solution to this 

problem, as they are fit solely for descriptions of particular states such as the list of functions of 

particular structures in particular populations. When talking about evolution, i.e. a process, we cannot 

say that the function which is selected upon is the goal that organism bears within itself, as evolution 

acts at the level of populations, not organisms (Kimura 1983). Although we fully appreciate the 

convenience of the usage of the term “function” in descriptions of evolutionary processes, we deem it 
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necessary to point out that this term cannot be used as a founding concept of an evolution-centered 

theory due to its teleological nature. 

But does all this mean that the concept of exaptation should be abandoned altogether? 

Exaptation can be alternatively seen as referring to an ambiguous state or a character that at some point 

starts experiencing selection acting on one of the forms. In particular, the ambiguous information 

decoding may yield a variant on which selection starts acting at some point can be viewed as an 

instance of exaptation, just in a slightly modified definition. Indeed, if we substitute the term 

“function” in Gould and Vrba’s definition with “phenotypic manifestation”, and, accordingly, the word 

“character” with the word “locus”, we get the new definition of exaptation: “Loci at which selection 

has acted on the phenotypic manifestation that has initially arisen due to inner workings of decoding 

machinery and experienced no selection”. Note that under the novel definition, just like under the 

classical definition of exaptation, there are generally two possibilities: i. A site with a non-stationary 

selection pattern that had gained some additional phenotypic manifestation at some point, that later 

had become beneficial. ii. A [neutral] site with an ambiguous phenotypic manifestation, at which the 

initially secondary manifestation begins to be selected for, e.g. a site occupied by adenine experiencing 

A-to-I RNA editing may be selected for the presence of inosine at the site (Gould and Vrba 1982a; 

Gommans, Mullen, and Maas 2009; Popitsch et al. 2020). 

Thus, virtually any coding site can be viewed as exaptation in the new sense due to at least the 

first noted possibility, much like virtually any character can be viewed as exaptation in the classical 

sense. As for the second possibility, it may be argued that selection for secondary manifestations in 

some cases, like A-to-I RNA editing, is identical to the selection on variants of the primary 

manifestation. However, this may not always be the case. Firstly, selection may promote proteome 

diversity, in which case the intensity of selection would depend on dominance and penetrance of the 

emerging variants (Eisenberg and Levanon 2018; Walsh and Lynch 2018). Secondly, as discussed 

above, exaptation in this case may be viewed as a route of adaptation for, e.g., variants experiencing 
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strong selection or variants in a low-polymorphic population (Moldovan et al. 2020; Popitsch et al. 

2020). 

So, the general scheme of adaptation in the form of exaptation is, much like in the case of 

excessive polymorphism discussed above, the following. (1) At a locus, a heritable secondary 

manifestation arises due to mutational noise at secondary sites. For instance, an alternative splicing 

site emerges. (2) Initially, there is no selection for the secondary manifestation, however later it 

becomes selected upon. (3) The new manifestation becomes established, either on par with the primary 

one or is canalized. We return to the problem of canalization vs. variation later (see Genetic 

Assimilation). Thus, the search for exaptations in the sense presented here should amount to the search 

for non-stationary selection in secondary sites. 

Probably here an important question must be asked: why do we mention exaptation here and 

go as far as to coin a new definition for it? Firstly, we believe that the term provides an important 

distinction between exaptation and adaptation, i.e. it allows for a deeper description and, consequently, 

better understanding of the evolutionary process. Secondly, as Gould and Vrba put it: “Together, these 

two classes of characters, adaptations and nonaptations, provide an enormous pool of variability, at 

a level higher than mutations, for cooptation as exaptations.”, i.e. the characters that are initially not 

selected upon together with non-stationary selection represent an additional and underappreciated 

source of both evolutionary variability and restrictions imposed on the evolutionary process. 

2.7. Phenotypic plasticity / Accommodation 
Waddington and Schmalhausen have proposed, independently, that the development of traits 

has a general tendency to be canalized in evolution, either by means of negative selection acting on 

genes or through evolutionary constraints imposed on their regulators (Waddington 1942; 

Schmalhausen 1949). As a result, the variance of trait values and the ability of organisms to respond 

to environmental cues decreases (West-Eberhard 2003; 2005). However, if the variance of some 

fitness-related character decreases dramatically and little diversity of respective trait values is observed 
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in a given population, such population is expected to suffer from changing environments more than 

populations exhibiting diverse responses to changing environment, or phenotypic plasticity. Note that 

under the described model the variance behind phenotypic plasticity is the genotype-to-environment 

interaction covariance (GxE) (Lynch and Walsh 1998). In the framework of this essay, GxE arises 

mostly due to evolved responses of information-modifying systems to environmental stimuli, e.g. by 

differential expression or alternative splicing. However, there are some striking examples where 

phenotypic plasticity yields beneficial phenotypes even in the absence of apparent prior selection, e.g. 

the two-legged goat described by Slijper in 1942 (Slijper 1942), that, while having abnormal structure 

of the front legs, was nevertheless able to walk on hind legs due to profound adjustments of the skeleton 

and muscles. As the effects of GxE on adaptation are poorly studied, it has not yet been firmly 

incorporated in any evolutionary theory. However it is thoroughly discussed and there are four 

mutually excluding theoretical options (Ghalambor et al. 2007; Ghalambor et al. 2015; Markov and 

Ivnitsky 2016): 

1. Phenotypic plasticity is adaptive and results in slower rates of evolution. If under novel 

conditions plastic response produces a fit phenotype, there can be simply no selection that 

would result in shifts in variant frequencies (Waddington 1961; Ancel 2000; Price, 

Qvarnström, and Irwin 2003; West-Eberhard 2005; Garland and Kelly 2006; Paenke, Sendhoff, 

and Kawecki 2007; Pfennig et al. 2010; Fitzpatrick 2012). This effect should mostly arise either 

in populations evolved to inhibit various or changing environments or upon small 

environmental changes. Here, plasticity acts as a phenotypic capacitor that shields organisms 

against the perils of existence (West-Eberhard 2005). 

2. Plasticity is adaptive and results in enhanced rates of evolution. In this case, the adaptive plastic 

response results in lesser numbers of individuals in a population falling prey to the changing 

environment, resulting in the preservation of a larger portion of the genetic variance and lower 

waiting times of beneficial mutations (Waddington 1942; 1953b; 1959; Ancel 2000; Price, 
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Qvarnström, and Irwin 2003; Crispo 2007; Ghalambor et al. 2007; Ghalambor et al. 2015). 

Although this option can be tied with the Baldwin effect or Waddington’s genetic assimilation 

(Ghalambor et al. 2015; Markov and Ivnitsky 2016), as we discuss later, this association may 

be a fallacy in the general case. 

3. Plasticity is nonadaptive and results in slower rates of evolution than in the case of a non-plastic 

population. Plasticity also can generate disadvatageous phenotypes such as decreased fertility 

and negatively affect other fitness-related characters, which results in smaller numbers of 

surviving individuals (Minelli and Fusco 2010; Fitzpatrick 2012; Markov and Ivnitsky 2016). 

Although in this case the effect on the rate of evolution is somewhat indirect, one can argue 

that sufficiently extensive elimination of plastic non-adaptive individuals results in smaller 

genetic variance. And smaller genetic variance results in the possible absence of variants 

selection can act upon, which, in turn, results in lower rates of evolution. An alternative is, of 

course, that a plastically-nonadaptive population is pushed out of existence by competitors and 

ultimately stops evolving (Markov et al. 2016; Markov and Ivnitsky 2016).  

4. Plasticity is nonadaptive and results in enhanced rates of evolution. Here, plasticity generates 

less adaptive phenotypes that put more selective pressure on existing beneficial variants. As a 

result, beneficial variants spread more rapidly and in addition more variants become efficiently 

selected. The terms “genetic compensation” and “counter-gradient variation” are usually used 

to describe this process (Grether 2005; Conover, Duffy, and Hice 2009; Ghalambor et al. 2015). 

Two notes are in order here. Firstly, options (1) and (3) become absurd if by “rates of evolution” we 

presume rates in changes of characters, not genotypes (West-Eberhard 2005). Secondly, although the 

listed options are evidently mutually exclusive, they may all be realized for any given trait depending 

on the initial population and conditions the population is put into. For instance, if a population 

experiences minor environmental perturbations, no selection would arise, hence option (1) will be 

realized, otherwise evolution will follow any of the scenarios (2-4).  
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Information modifiers are known to produce phenotypic plasticity as a result of alternative 

modifications, e.g. alternative splicing. The latter may be controlled, and thus contribute to the 

complexity of responses demonstrated by various organisms. Two of many examples are alternative 

splicing controlling cadmium tolerance in Arabidopsis (Zhang et al. 2014; Liu et al. 2022) and RNA 

editing regulating temperature responses in coleoid cephalopods (Garrett and Rosenthal 2012). Thus, 

information modifiers seem to contribute beneficial phenotypic plasticity and thus may provide 

sources for large-scale studies of evolution of plasticity. For instance, alternative gene expression has 

been studied exactly in this regard (Ghalambor et al. 2015; Ho and Zhang 2018). 

The problem with most studies of the adaptiveness of plasticity is that adaptiveness is verified 

solely from genetic assimilation of plastically-acquired characters. For instance, Ghalambor et al. 

counted as a sign of adaptive plasticity only concordant changes in gene expression upon introduction 

to a novel environment before and after adaptation. As a consequence, for only a small fraction of 

genes beneficial plasticity was established, the rest of the genes deemed to produce nonadaptive 

plasticity (Ghalambor et al. 2015). However, we know that evolution can take different routes, and 

adaptation is rarely restricted to a single sequence of beneficial changes. For the sake of clarity, we 

will take a non-molecular hypothetical example: behavior of amphibians in arid environments. If we 

take a frog population initially adapted to more humid areas and put it into a more arid environment, 

the frogs will have longer stays in water than in initial humid areas, demonstrating an evidently 

beneficial plastic response. Although the subsequent selective pressure may be on adaptation to the 

life in water, it may also follow another route: development of larger lungs and dryer skin. The result 

of the latter route will be frogs spending less time in water. If we look solely on one trait: percentage 

of time spent in water by frogs, we will name the initial plastic change non-adaptive, as subsequent 

evolution reversed this change. The lack of such intuition in molecular evolution studies may lead us 

to potentially false claims about adaptiveness of plasticity. The more routes adaptation can take in a 

particular instance or (possibly) the larger is the genetic variance in a population, the more plastic 
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changes will be labeled as non-adaptive. Thus, we propose that the benefits of phenotypic plasticity 

should be viewed separately from the phenomenon of genetic assimilation. 

And so, we have two questions that need to be answered in the paradigm presented here: 

whether plasticity generated by information modifiers is adaptive and how it induces the rates of 

evolution. If such plasticity is adaptive, we should expect selection on secondary sites generating 

ambiguous states of primary sites. We should also see more of such selection on secondary sites in 

populations living in spatially or temporally varying environments, where we expect varying selection 

patterns in primary sites (Mustonen and Lassig 2010). With a necessary verification of modifications 

of secondary sites indeed producing differences in phenotypic manifestations of primary sites in 

different environments (reaction norms), we would be able to assess adaptive potential of phenotypic 

plasticity conferred by information modifiers. In addition, we may look into the benefits of increased 

plasticity upon introduction into completely novel environments by assessing competitiveness of 

plastic non-specialized population vs. canalized specialized ones. 

Another question is posed by the influence of plasticity on rates of evolution at primary sites. 

We should note here that differential selection on primary sites, which we expect in varying 

environments, is expected to yield more selection in them, and thus studies which compare the rate of 

evolution in varying vs. constant environments may find simply a positive association between 

plasticity and the rates of evolution at primary sites, not the former leading to the latter. The causal 

relationship can be established here if we look at evolution of populations introduced to novel 

environments (Ghalambor et al. 2015). Like in the previous paragraph, one may assess evolution rates 

in initially canalized populations and in their initially plastic counterparts in novel environments. 
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2.8. Genetic assimilation 
As we have noted before, genetic assimilation of an initially plastic character is an important 

special case of evolutionary scenarios involving beneficial phenotypic plasticity. As noted by Baldwin 

and Waddington, plastic changes of traits may be supported by selection acting on existing genetic 

variation, in which case the novel values of traits become the “default” values. This process is referred 

to as genetic assimilation of initially plastic characters, or simply as genetic assimilation (Waddington 

1942). In addition, genetic assimilation presumes reduction in plasticity: assimilated traits no longer 

experience plastic responses, or at least experience them to a lesser extent than before the genotypic 

change. In his classical experiments, Waddington demonstrated that the initially rare environmentally-

induced crossveinless phenotype in Drosophila melanogaster can be efficiently selected upon and 

become prevalent in a fruit fly population. Moreover, after the exposure to selection for several 

generations, this phenotype did not require environmental stimulus to appear even when selective 

pressure was lifted. Thus, selective pressure first assimilated and then canalized the crossveinless 

phenotype by making it no more plastic (Waddington 1953). However, it is worth noting that 

Waddington’s results may be viewed in terms of exposure of hidden genetic variation by an 

environmental stimulus followed by negative, instead of positive, selection on the revealed variation 

(Schmalhausen 1949; Pigliucci, Murren, and Schlichting 2006). After Waddington’s experiments, 

more examples of genetic assimilation of environmentally-induced traits have been obtained along 

with a number of counterexamples, for reviews see, e.g., (West-Eberhard 2003; Pigliucci, Murren, and 

Schlichting 2006; Crispo 2007; Ghalambor et al. 2007; Levis and Pfennig 2016; Markov and Ivnitsky 

2016). 

By definition, genetic assimilation requires beneficial phenotypic changes to be induced by 

phenotypic plasticity (Waddington 1942; Ghalambor et al. 2007). But in this case beneficial plastic 

changes have to be additionally insufficient for adaptation: if plastic changes in a trait happen to be 

sufficient for trait-affecting variants to become neutral or deleterious, genetically-driven adaptation 
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cannot possibly occur due to the lack of selection (West-Eberhard 2005). Under this scenario, genetic 

drift remains the sole force with a potential to produce heritable changes in traits, and plastic changes 

may be fixed via neutral accumulation of trait-inducing variants supporting plastically acquired 

change. Additionally, one could, following Schmalhausen and Waddington, argue that adaptation can 

further decrease the variance of a trait, either by means of positive selection on a subset of alleles 

(Waddington 1942) or via negative selection on another subset of alleles (Schmalhausen 1949). 

However, note that if the trait variance in the form of, e.g., genetic control over trait values is viewed 

as a separate trait, the same general line of reasoning as the one laid out above can be applied, i.e. there 

may be no selection on the phenotypic variance if plastic changes are sufficient to produce an 

[effectively] optimal range of phenotypic values. 

Information modifiers can be, at least theoretically, subject to evolution via intensive genetic 

assimilation. Indeed, as in the previous chapter, consider an ensemble of modified states that arises as 

a programmed response to environmental stimuli. If the novel plastic ensemble is beneficial, evolution 

of the average ensemble composition can take five routes: (1) Plastic change assimilated or reinforced 

by secondary selection (selection on alternative splicing sites), (2) Plastic change assimilated or 

reinforced by primary selection (selection on A-to-G substitution at A-to-I editing site), (3) Plastic 

change assimilated by neutral mutations, (4) Plastic change is not assimilated, (5) Plastic change is 

reversed by an evolutionary process acting on another route of adaptation than the one posed by the 

plastic change. Evidently, the evolution of variances in ensemble composition has the same 

possibilities. If one considers the Baldwin and Waddington effects separately (for review see Crispo 

2007), the observed effects should be the following. 

For the Baldwin effect, i.e. genetic assimilation of changes in the trait mean with no 

Waddington’s canalization, we should observe effects i-iii on the ensemble mean with no decreases in 

the GxE variance. For the Waddington effect, canalization of plastic traits, we should observe effects 

i-iii on the mean and a decrease of the GxE variance. However, as the assessment of gains and losses 
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in plasticity may pose quite a challenging task, the term genetic accommodation can be used here to 

describe the general synergy of plastic and adaptive effects (West-Eberhard 2003). 

As noted, genetic assimilation requires beneficial plasticity, which has been discussed in the 

previous chapter. Given a beneficial plastic response, to verify the hypothesis presented in this chapter 

we should next test for selection that assimilates this response. For instance, given beneficial plastic 

changes in RNA editing patterns, we should see either selection reinforcing these changes or selection 

modifying the genomic blueprint in accordance with the plastic change. In general, we should see 

primary or secondary selection producing the same phenotypes as the plastic changes. Considering 

distinctions between the Baldwin and Waddington effects, one should additionally test for the 

preservation of GxE variance in the ensemble of informational molecules after the episode of selection. 

2.9. E-Variance-mediated adaptation 
In theory, organisms may adapt not only by changing the mean values of traits, but also by 

changing the variance. The variance of traits can decrease, thus canalizing the trait, a thoroughly 

studied process first predicted and described by Waddington and Schmalhausen (Waddington 1942; 

Schmalhausen 1949). But can the increase in variance of trait values promote adaptation? Here, it is 

important to distinguish between several types of trait variance: genetic variance, genotype-

environment interaction covariance, and environmental variance (Fisher, 1918; Lynch and Walsh 

1998). 

If we are talking about genetic variance, the increase in variance par excellence means the 

increased potential to evolve due to larger fractions in trait variance explained by additive genetic 

variance (Lynch and Walsh 1998). Exceptions here can stem from enhanced genetic variance being 

explained mainly by non-linear effects, i.e. dominance and epistasis. Genetic variance is the main 

studied source for adaptation, and the link of heritable information modifiers with it has been 

previously discussed (see 2.4. Epistasis, 2.5. Polymorphism and 2.6. Exaptation) and will be in some 

form discussed later (see 2.10. Balancing selection and Evolvability). 
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The genotype-environment interaction covariance conveys specific modifications of 

phenotypes in response to environmental perturbations, either spatial or temporal (Ghalambor et al. 

2007). The effects on environment-dependent phenotypes on adaptation were also discussed (see 2.7. 

Phenotypic plasticity, 2.8. Genetic assimilation). 

Environmental variance and its potential to influence accommodation and adaptation are rather 

poorly discussed both in our essay and in general. A probable reason for that is the rather limited 

theoretical possibility of positive influence of the increase in environmental variance on adaptation. 

Indeed, consider a toy example with a simple uniform distribution of fitness in a population with 

respect to constraints imposed by environment on some trait: a range of phenotypic values of a trait 

available to an initial population ranging from 1 to 11 that matches the respective optimal value range 

of 1 to 11, and the fraction of individuals in population with optimal trait values is thus equal to 1. Let 

us further assume that the novel environment introduces a novel optimal value range, which is the old 

one shifted by 1 to the right, i.e. 2 to 12. Thus, the fraction of individuals with optimal values becomes 

0.9. If further accommodation or adaptation increases the mean trait value or decreases the variance, 

more individuals will fall into the optimal range and the fitness of a population increases. If, however, 

the variance increases and the range of values in population becomes, e.g., 0 to 12, the fraction of 

optimal individuals decreases reaching ⅚, which is smaller than the initial 0.9. Does it mean that the 

increase in variance, at least in our example, ultimately decreases fitness, and canalization of traits 

through decrease in environmental variance is the only theoretically possible mode of variance-

affecting evolution? Continuing our example, let us assume that an optimal trait value range in a novel 

environment dramatically differs from that in the old one and is, e.g., 10 to 20. Thus, the fraction of fit 

individuals is reduced to 0.1. If, like in the previous case, the trait variance in population increases and 

the range becomes 0 to 12, the fraction of fit individuals is increased to ⅙. This points at the benefits 

of increased trait variance during substantial environmental changes. In our example, the small 

increase in variance becomes beneficial when the mean of the optimal value range is shifted by more 
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than 5 points. With regard to the real data, two main questions arise here: i. How frequent are large 

environmental perturbations that could require the environmental variance of some traits to be either 

inherently large or to increase under stressful conditions? ii. What is the frequency of variance-

mediated adaptation relative to adaptation with the changes in mean values? 

Both of the stated questions cannot be quantitatively answered at the moment, however there 

are a number of facts that should be mentioned here. Firstly, the system of stress-induced translation 

termination suppression in yeast seems to be an example of an environmental variance enhancer in 

protein sequences, as it introduces random non-heritable phenotypic changes (True and Lindquist 

2000; Partridge and Barton 2000; Koonin 2012). The existence of such a system hints at the possibility 

of frequent and substantial environmental changes that affected molecular evolution of yeast to such 

an extent that a variance-enhancing system emerged. Secondly, there seems to be a certain level of 

noise associated with all biological information-transmission processes, even central ones such as 

transcription or translation (Libby and Gallant 1991; Ou et al. 2019). For instance, the degree of editing 

of RNA molecules does not follow the expected binomial distribution, but has also a large and 

significant component of added variance (Harjanto et al. 2016a). Also, the generally enhanced variance 

in phenotypic manifestations of some nucleotides creates non-heritable heterozygote-like states 

(Harjanto et al. 2016a; Alon et al. 2012; Eisenberg and Levanon 2018). These states may theoretically 

buffer organisms against balancing selection, which is known to ultimately increase segregational 

loads (Kimura 1983) (see below). Thus, although the criteria for variance-mediated adaptation are 

seemingly strict and organisms seem to evolve in the direction of decreasing variance rather than 

increasing one, variance-mediated adaptation could be a potent evolutionary force in some extreme 

cases.  

Heritable information modifiers are mostly noisy. In other words, they produce traits with 

evident environmental components to their variance, and thus may act as sources of variance-mediated 

adaptation. Here, we are faced with a seeming absurdity, as we cannot say that anything in biological 
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systems is beneficial unless it can be inherited through multiple generations, and environmentally-

driven noise is not heritable. While that is most certainly true, we should note that changes in secondary 

sites in information modifiers can affect the variance of a trait with little or no influence on its mean 

value, while being heritable by definition. For instance, mutations in a transcription factor may 

compromise precision of its binding with promoters (O. G. Berg and von Hippel 1988), multiple 

possible conformations of the local RNA structure may enhance variance of RNA editing, changes in 

snRNA sequences may cause them to act non-specific etc. An already mentioned stress-induced 

system in yeast that blocks translation termination and thus yields proteins with random C-ends is also 

a relevant example (True and Lindquist 2000; Koonin 2012), as it increases the general translation 

noise.  

But how do we detect the discussed effect? At the level of organisms, we can postulate that 

there are certain systems that introduce random noise to the expressed information: (yeast prions/HSP-

mediated variance/stress-induced mutagenesis to some degree etc.). At the level of individual primary 

sites, we may look for selection on mutations in secondary sites that increase the variance of expression 

of the former. While that would be a direct test, in a lot of cases it requires huge volumes of data, e.g., 

data on variance in expression values depending on the sequence of transcription factor or its binding 

sites coupled with fitness advantage conferred by each version of transcription factor or binding site. 

Mostly such data is simply not there, and a non-direct analysis here would be to look at the variance 

in ensembles of primary sites themselves, i.e. at variances in expression levels, RNA editing levels, 

alternative splicing frequency etc. If we will see the tendency for increase in variance or evident added 

variance, as in the discussed case of RNA editing, that would be an indirect proof of benefits conferred 

by enhanced environmental variance. The alternative that should be reckoned with is the additional 

variance that emerges simply by chance due to, e.g., dependencies in modifications, such as correlated 

gene expression or RNA editing. 
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2.10. Balancing selection 
Balancing selection refers to selection on the frequency of alleles in a population (Walsh and 

Lynch 2018). It may arise generally via three processes: (i) as a consequence of direct heterozygote 

advantage over homozygotes, as is the case with sickle-cell anemia variants in the human sub-Saharan 

population (Allison 1954). (ii) As a consequence of frequency-dependent selection, like in case of 

various MHC alleles, where diversity is additionally maintained by different, yet repeating epidemics 

(Lewontin 1958; Penn, Damjanovich, and Potts 2002; Ejsmond, Babik, and Radwan 2010). (iii) As a 

consequence of selection varying in time or space (Mustonen and Lassig 2010; Bertram and Masel 

2019). 

Methods used to infer balancing selection rely mostly on two facts: i. Balancing selection 

generates stable standing genetic variation (Kimura 1983), hence loci with alleles that converge on 

times larger than the expected coalescent time for all loci, or even loci with standing polymorphism 

that holds between species, are considered to evolve under balancing selection (Bubb et al. 2006). ii. 

Balancing selection generates states with intermediate frequencies of minor alleles, and thus footprints 

of recently emerged selection can be detected as regions (haplotypes) with the excess of intermediate-

frequency alleles (Navarro and Barton 2002; Charlesworth 2006; Walsh and Lynch 2018). 

Although heterozygote advantage, termed overdominance, and frequency-dependent positive 

selection are theoretically plausible scenarios and multiple instances of balancing selection have been 

observed, a small number of sites have been shown to evolve under this regime. For instance Leffler 

et al. found only 125 candidate loci in the human genome with signatures of balancing selection 

(Leffler et al. 2013). This might be a consequence of balancing selection ultimately introducing 

segregational loads to populations (Kimura 1983). Indeed, in case of overdominance, if there is 

heterozygote advantage, some fraction of gamete matches would inevitably carry deleterious 

homozygous alleles (Crow 1958; Kimura 1960). If there is frequency-dependent selection, there will 

be inevitable deviations of allele frequencies from optimal values due to genetic drift (Kimura 1983). 
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These deviations will lead either to fixation of one of the alternative deleterious variants or to 

segregational loads (Kimura 1983). In case of space- or time-dependent selection, in a population there 

will inevitably be individuals that live in the wrong place or in the wrong time, hence, again, creating 

segregational loads. It means that even theoretically, balancing selection cannot be a major 

evolutionary force on par with, e.g., positive selection, as many loci evolving under balancing selection 

at one time will create segregational loads of the order of sum of loads conveyed by individual loci. 

However, the fact that we do not see much balancing selection does not necessarily mean it 

does not arise frequently and is bypassed due to changes in local fitness landscapes arising from 

epistasis or from genotype-environment interactions. In particular, as processes such as, e.g., RNA 

editing generate heterozygote-like states due to incomplete penetrance of the vast majority of editing 

sites, balancing selection, at least in the form of heterosis, may theoretically be mimicked by positive 

selection on secondary sites. This holds for other discussed processes such as alternative splicing, 

where balancing selection on heterozygous splicing sites may be bypassed by expressing both splice 

forms at the same time. 

As discussed earlier, balancing selection manifests as standing polymorphisms or excess of 

intermediate-frequency variants. Thus, to assess the propensity of information modifiers to act as 

substitutes for heterosis, one needs to estimate the probability of primary sites with ambiguous 

phenotypic manifestations to be homologous to sites evolving under balancing selection. In addition, 

positive selection on secondary sites yielding this ambiguous decoding should be tested. 

Two final notes are due here. Firstly, there seems to be an obvious similarity between some 

theories concerning evolution of information modifiers (Eisenberg and Levanon 2018) and early ideas 

about heterozygote advantage, which were eventually debunked. In his influential “Ecological 

Genetics”, Edmund Brisco Ford states that heterozygous states will have “...nothing but advantage 

and be superior to homozygotes which will have both advantage and disadvantage.”. (Ford 1971). 

This notion about heterozygotes being beneficial simply by virtue of being heterozygotes can be 
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paralleled with most recent ideas about information modifiers introducing beneficial diversity to the 

transcriptome, which are discussed here (Eisenberg and Levanon 2018). The transcriptome diversity 

by itself is in this case mostly deemed advantageous much like heterozygous states were deemed 

advantageous in 1960-s. Secondly, we emphasize that even if the majority of ambiguous decodings of 

primary sites are advantageous, this advantage seemingly cannot be ultimately explained by 

ambiguous decoding and proteome diversification being beneficial in itself, i.e. that there is a 

heterozygote advantage. Indeed, although information modifiers provide for populations an elegant 

scenario of escape from the deleterious effects of overdominance, there are simply too few known 

cases of the latter (Leffler et al. 2013; Walsh and Lynch 2018). Thus, although some ambiguously 

decoded primary loci may be explained by the benefits of diverse proteomes, the bulk of them requires 

another explanation, e.g., benefits stemming from regulation or a neutral alternative: decoding noise 

or neutral evolution of secondary sites. This issue is a good subject for future research. 

2.11. Evolvability 
The current paradigm of evolutionary biology postulates that all organisms, both extant and 

extinct, are or have been adapted to certain environmental conditions through natural selection of 

variants influencing biological traits. On par with that, the bulk of mutations arises via neutral 

evolution (Gould and Lewontin 1979; Kimura 1983). Naturally, evolution is impossible without, on 

one hand, genetic variation translatable into phenotypic variation and, on the other hand, the existence 

of adaptive trajectories: arrays of subsequent mutations such that each mutational step results in a fitter 

phenotype (Smith 1970). Other factors, such as the time required for a beneficial variant to emerge in 

an evolving population, the number of adaptive trajectories available at every given moment, lengths 

of adaptive trajectories yielding a fitter phenotype, narrow-sense heritability of traits etc., constitute 

the propensity of organisms to evolve, termed evolvability (Pigliucci, Murren, and Schlichting 2006). 

Additionally, the propensity of populations to produce genetic and phenotypic variation is termed 

variability (Wagner and Altenberg 1996). Although multiple definitions for evolvability, focusing on 
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various aspects of evolutionary process named here, have been proposed, they all are not mutually 

exclusive and generally sum up to a number of parameters describing evolutionary process. In some 

sense, trait variance, epistasis, phenotypic plasticity, and exaptation discussed above may also be 

regarded in this context. 

Under practically any definition, evolvability can be measured as genetic variance, rate of 

adaptation, number of adaptive states, etc., and its existence is not debatable, as evolution of organisms 

can be observed and has been observed (Walsh and Lynch 2018). What is a subject to a current debate 

is whether evolvability is itself evolvable (Riedl and Auer 1975; Partridge and Barton 2000; Earl and 

Deem 2004; Charlesworth, Barton, and Charlesworth 2017). Evolvability is mostly studied as 

variability defined as the rate of mutational process, and, if there are benefits to an increased mutation 

rate, we would observe selection for alleles associated with enhanced rates of production of novel 

variants (Wagner 1981; Pigliucci 2008). The problem here is that such alleles per se cannot be selected 

for unless associated with beneficial variants that are produced as a consequence of enhanced mutation 

rates (Wagner 1981; Partridge and Barton 2000). This presumes linkage between variance-enhancing 

variants and beneficial variants. Such linkage is present in the vast majority of prokaryotic genomes, 

where enhanced mutation rates were observed to be beneficial by association with novel beneficial 

variants (Sniegowski, Gerrish, and Lenski 1997) and where we see systems enhancing mutation rates 

under stressful conditions (Ram and Hadany 2014). However, in sexually reproducing organisms, 

where the uncoupling of variants through recombination is common, the probability of linkage 

between evolvability-enhancing variants and beneficial variants may be too small to yield efficient 

selection for the former (D. Charlesworth, Barton, and Charlesworth 2017). Thus, studies postulating 

selection for evolvability in sexually reproducing populations have been criticized. 

Another question that arises here is, whether selection for beneficial variants that arise due to 

evolvability-enhancing variants, counts as selection for evolvability-enhancing variants. The answer 

is probably negative, as selection in this case acts on beneficial variants, not on their cause. Otherwise, 
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we would have to recon effectively any episode of selection as selection for the mutational process 

itself. However, we see two lines of discussion here. 

Firstly, selection acts not at the level of variants, but on the level of phenotypes of their carriers 

– populations of organisms. If an organism has a beneficial phenotype, a part of which is an enhanced 

mutation rate, we may count enhanced mutation rate as beneficial, as it constitutes a part of a beneficial 

phenotype. This rhetoric is highly problematic, as it does not allow us to reduce selection on a 

phenotype to selection on specific traits and to selection on specific variants. If we do so, we will be 

led to the starting point of this discussion, i.e. whether we can postulate selection of evolvability-

enhancing variants. Thus, evolution of evolvability seems in this context a meaningless question, and, 

following Ludwig Wittgeschtein’s approach, should be dissolved rather than solved. 

Secondly, selection does not necessarily act on variants in a single population. Consider two 

competing non-mating populations, one of which is capable of generating beneficial variants faster 

than its competitor by virtue of enhanced mutation rates (G. P. Wagner 1981). If these two populations 

were to compete in various environments and a more evolvable population would outcompete a less 

evolvable one in the majority of situations by more rapidly generating various sets of adaptive traits, 

this would mean that evolvability may in fact be an evolved trait. However, such analysis is highly 

complicated. 

As discussed above (see 2.5. Polymorphism), heritable information modifiers may enhance the 

observed heritable and non-heritable variance of traits, thereby potentially contributing to evolvability 

of organisms. The source of this evolvability is, on the one hand, the enhanced numbers of mutations 

affecting phenotypes in the form of protein sequences, and, on the other hand, mutations in machinery 

behind the discussed processes, like snRNA complexes forming spliceosomes, ADAR complexes 

performing A-to-I RNA editing, ribosomal proteins and RNAs, etc. The sequences of elements of 

machineries behind heritable information modification are the third category of sites that one may 

consider here. The effects of secondary sites on evolvability have been discussed above, and so here 
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we should briefly discuss the idea about the evolution of evolvability conferred by information 

modifiers in general, i.e. tertiary sites. Information modifiers serve mostly as means of regulation of 

responses to various environmental cues, and hence seem highly unlikely to have emerged as 

enhancers of adaptation rates. If we are talking about adjustments to the optimal adaptation rates in 

times of high selectional pressure on populations (Eldredge and Gould 1997), there may be a degree 

of selection on tertiary sites (e.g. responsible for ribosome fidelity), i.e. on the weakening of constraints 

imposed on information decoding. However, such selection would lead to non-heritable states arising 

as consequences of enhanced E-variance (see above), and the enhancement of mutation rate seems in 

this regard a more plausible scenario. Generally, it seems that the question of evolvability is in this 

case restricted to adaptation arising simply by means of accidental beneficial mutations in secondary 

sites, and hence there should be no selection on general lowering of the fidelity of information 

decoding. 

2.12. Expectations 
In descriptions of analyses presented in the last paragraphs of previous sections there is a degree 

of redundancy. These analyses generally sum up to the establishment of a small number of facts, which 

we discuss here. 

1. Does secondary selection exist? In each of the discussed processes this fact should be 

established separately. For instance, for promoter sequences secondary selection has been 

shown and thoroughly studied (Mustonen and Lassig 2005; Mustonen et al. 2008). 

2. To what degree can secondary selection pose an alternative to the primary selection, i.e. is there 

negative epistasis? Theoretically, changes in expression patterns or splicing patterns may 

compensate for changes in protein sequences (see 2.4. Epistasis), however this remains to be 

estimated. This question deals directly with the debate about the main route of evolution being 

changes in proteins vs. changes in regulatory patterns (Hoekstra and Coyne 2007). 
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3. Secondary selection and polymorphism. Although it has been shown that low-polymorphic 

populations adapt faster if novel variants are randomly introduced to their genetic pool 

(Sniegowski, Gerrish, and Lenski 1997; Rousselle et al. 2020), the degree to which secondary 

selection may relieve populations from the burden of lag load in this case remains to be 

estimated. Here, we will need either to compare the pressure of secondary selection relative to 

the pressure of primary selection in low-polymorphic and in highly polymorphic populations, 

or to estimate the dynamics of primary-to-secondary selection ratio along phylogenies of 

organisms with changing levels of polymorphism. 

4. Non-stationary secondary selection and exaptation. Do we see a pool of neutral variation in 

heritable information modifications, both genetic and environmental, that is utilized to 

population’s adaptive advantage upon changes of selection patterns? In particular, here we may 

study, e.g., variable transcription that is canalized in novel environments. 

5. Secondary selection and phenotypic plasticity. Just like in the previous case, here we need to 

study variation of modifications that is subsequently canalized. However, this variation should 

be specifically of the genotype-to-environment type (Ghalambor et al. 2015). 

6. Secondary selection as a substitute of balancing selection. Here, we should observe orthologous 

positions with modified sites in some species and balanced polymorphisms in sister species. 
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Chapter 3. Adaptive evolution at mRNA editing 
sites in soft-bodied cephalopods 

This chapter describes our study “Adaptive evolution at mRNA editing sites in soft-bodied 

cephalopods” published in PeerJ in 2020. Authors: Moldovan, M., Chervontseva, Z., Bazykin, G., & 

Gelfand, M. S. 

The bulk of variability in mRNA sequence arises due to mutation – change in DNA sequence 

which is heritable if it occurs in the germline. However, variation in mRNA can also be achieved by 

post-transcriptional modification including mRNA editing, changes in mRNA nucleotide sequence 

that mimic the effect of mutations. Such modifications are not inherited directly; however, as the 

processes affecting them are encoded in the genome, they have a heritable component, and therefore 

can be shaped by selection. In soft-bodied cephalopods, adenine-to-inosine RNA editing is very 

frequent, and much of it occurs at nonsynonymous sites, affecting the sequence of the encoded protein. 

We study selection regimes at coleoid A-to-I editing sites, estimate the prevalence of positive selection, 

and analyze interdependencies between the editing level and contextual characteristics of editing site. 

We show that mRNA editing of individual nonsynonymous sites in cephalopods originates in 

evolution through substitutions at regions adjacent to these sites. As such substitutions mimic the effect 

of the substitution at the edited site itself, we hypothesize that they are favored by selection if the 

inosine is selectively advantageous to adenine at the edited position. Consistent with this hypothesis, 

we show that edited adenines are more frequently substituted with guanine, an informational analogue 

of inosine, in the course of evolution than their unedited counterparts, and for heavily edited adenines, 

these transitions are favored by positive selection. Our study shows that coleoid editing sites may 

enhance adaptation, which, together with recent observations on Drosophila and human editing sites, 

points at a general role of RNA editing in the molecular evolution of metazoans. 
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3.1. Introduction 
The process of natural selection requires heritable variation to be present in a population and 

the absence of genetic variants selection could act upon is generally considered to be a factor 

hampering adaptation (Lush 1937; Smith 1976; Barton and Partridge 2000; Lanfear, Kokko, and Eyre-

Walker 2014; Rousselle et al. 2020). Heritable variation is generated mainly by the mutational process 

(Lewontin 1964; Avery and Hill 1977; Lynch and Walsh 1998). Hence, the mutation rate may be a 

factor affecting the evolution rate, which we, following J. Maynard Smith, define here as the rate of 

accumulation of beneficial mutations (Maynard Smith 1976; Nam et al. 2017; Rousselle et al. 2020). 

As shown recently, in populations with low genetic variability the mutation rate is indeed correlated 

with the evolution rate (Rousselle et al. 2020). Thus, in order to adapt, a low-polymorphic population 

may need additional expressed genetic variability. Here, we test the hypothesis that a potential source 

of such variability could be introduced by heritable epigenetic modifications, specifically, mRNA 

editing (Bass and Weintraub 1988; Gommans, Mullen, and Maas 2009; Klironomos, Berg, and Collins 

2013; Kronholm and Collins 2016). 

We consider the A-to-I mRNA editing, where adenine (A) is modified to inosine (I) that is 

subsequently read by the translation machinery as guanine (G) (Bass and Weintraub 1988). In most of 

the studied organisms, the A-to-I editing affecting protein sequences is restricted to only a few 

thousand adenines, with the vast majority of edited adenines located in non-coding regions, e.g. in 

Alu-repeats (Kim et al. 2004; Ramaswami et al. 2012; Yablonovitch et al. 2017). Edited sites are 

poorly conserved between species, suggesting that most editing events are non-functional, with a few 

possible exceptions (Yang et al. 2008; Pinto, Cohen, and Levanon 2014; Yu et al. 2016). However, in 

coleoids, soft-bodied cephalopods, about 1% of adenines in the transcriptome are edited, and re-coding 

(i.e., affecting the amino acid sequence) and conserved sites comprise considerable fractions (Alon et 

al. 2015; Liscovitch-Brauer et al. 2017). One explanation for this phenomenon comes from the 

observation that the conserved editing sites tend to be edited in the nervous tissue, and editing may 
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contribute to the increased plasticity and complexity of the coleoid nervous system and behavior 

compared to other extant cephalopods (Nautilus) (Albertin et al. 2015; Alon et al. 2015; Liscovitch-

Brauer et al. 2017; Eisenberg and Levanon 2018). This hypothesis is supported by analogous 

observations in other organisms (Pinto, Cohen, and Levanon 2014; Yu et al. 2016) and, although 

indirectly, by the finding that the A-to-I RNA editing has emerged approximately at the same time as 

the nervous systems of multicellular organisms have become more complex (Jin, Zhang, and Li 2009). 

A-to-I editing is not absolutely efficient and, if it occurs at a non-synonymous site, would result 

in two non-identical proteins with a varying ratio (Gommans, Mullen, and Maas 2009; Liscovitch-

Brauer et al. 2017; Yablonovitch et al. 2017). The efficiency of mRNA editing depends on the strength 

of the site motif and the local mRNA secondary structure (Morse, Aruscavage, and Bass 2002; Reenan 

2005; Gommans, Mullen, and Maas 2009; Alon et al. 2015; Savva, Rieder, and Reenan 2012; 

Klironomos, Berg, and Collins 2013; Rieder et al. 2013; Liscovitch-Brauer et al. 2017). As the 

sequence and structure requirements seem to be relatively weak, mRNA editing sites have been 

proposed to constantly emerge at random points of the genome (Gommans, Mullen, and Maas 2009; 

Xu and Zhang 2014). 

To date, four models of A-to-I editing site evolution have been proposed. (1) Most A-to-I 

editing sites generally are not adaptive and mainly arise at positions with tolerable, i.e. effectively 

neutral or mildly deleterious, A-to-G substitutions (Xu and Zhang 2014). (2) A-to-I editing is a 

mechanism of rescuing deleterious G-to-A substitutions (Jiang and Zhang 2019). (3) A-to-I editing, 

generating multiple protein variants, is important for the advantageous transcriptome diversification, 

and hence the individual sites should be conserved (Liscovitch-Brauer et al. 2017; Eisenberg and 

Levanon 2018). (4) The potential of A-to-I editing to mimic A-to-G substitutions is advantageous, and 

thus A-to-I editing sites function as transitory states when an advantageous mutation has not yet 

occurred (Popitsch et al. 2020). 
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Editing site evolution in Drosophila and human has been recently shown to adhere to model 

(4) (Popitsch et al. 2020), while editing sites in coleoids are largely considered as means for proteome 

diversification as in model (3) (Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018) or be 

selectively neutral (Jiang and Zhang 2019). We attempt to resolve this controversy by detailed analysis 

of substitution patterns and selection regimes, taking into account the varying strength of A-to-I editing 

at different sites. 

Generally, in a population with low genetic variability, one might expect evolutionary benefits 

of A-to-I editing consistent with model (4). Indeed, if there is a position in the genome occupied by an 

adenine, but guanine in this position would yield a fitter genotype, there are two evolutionary pathways 

for adaptation: through an A-to-G substitution at this site, or through emergence of a local sequence 

context yielding or reinforcing A-to-I editing of this site. If the selective benefit conferred by both 

pathways is comparable, which of them will be taken will depend on the probability of the 

corresponding mutation (Yampolsky and Stoltzfus 2001). A specific mutation is needed in the first 

scenario; by contrast, many different editing context-improving mutations could yield a fitter 

genotype, and the waiting time for any such mutation could be shorter (Durrett and Schmidt 2008). As 

a result, selection would lead to emergence of the adaptive editing phenotype. 

We propose that non-conserved coleoid A-to-I mRNA editing sites, comprising the larger 

percentage relative to the conserved ones, could function as substitutes of beneficial A-to-G 

substitutions in low-polymorphic coleoid populations. We show that the levels of cephalopod A-to-I 

editing heavily depend on the sequence of adjacent regions, and hence are influenced by a multitude 

of possible mutations. Critically, we show that edited adenines are more frequently substituted in 

related species to guanines and less frequently, to cytosines or thymines, than non-edited ones. At 

strongly edited sites, the adenine-to-guanine transitions are favored by positive selection. Our results 

suggest that, while conserved coleoid editing sites could be functionally important per se, a large subset 

of non-conserved editing sites could play a role in the adaptive evolution by introducing, at least in a 
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fraction of transcripts, guanines that are beneficial at the given positions. When this study had been 

completed, a similar observation was made for  Drosophila and human editing sites by analysis of 

genomic polymorphisms (Popitsch et al. 2020). This indicates that A-to-I editing could have similar, 

important evolutionary roles in multiple metazoan lineages. 

3.2. Methods 

3.2.1. Data. 

Transcriptomes for all six considered species, O. vulgaris, O. bimaculoides, S. esculenta, L. 

pealei, N. pompilius, and A. californica, parameters of editing sites, and tables of conserved editing 

sites were taken from the online supplementary data of Liscovitch-Brauer et al. 2017 (Fig. 1). The sets 

of editing sites for the four coleoid species are consistent with respect to the distributions of editing 

levels (Fig. 1B). Genomic read data were downloaded from the SRA database. S. esculenta and O. 

vulgaris genomic read data were taken from bioproject PRJNA299756, L. pealei, from PRJNA255916, 

and O. bimaculoides, from PRJNA270931. 

3.2.2. Annotation of structured and unstructured regions.	

To estimate the structural potential of each position we used Z-score values obtained by the 

RNASurface program (Soldatov, Vinogradova, and Mironov 2014). Here, Z-score of a sequence is 

defined as Z = (E - μ)/σ where E is the minimal free energy of a biological sequence, μ and σ are the 

mean and standard deviation of the energy distribution of shuffled sequences with preserved length 

and average dinucleotide composition. The program was run with parameters maximal sliding window 

length 350 and minimal sliding window length 20. From the RNASurface output, structural potential 

of overlapping segments was inferred. Each position of each transcript was assigned the best (minimal) 

Z-score of all structured segments containing it, if it was less than –2, otherwise it was assigned null 

value. As a result, each transcript was divided into structured and unstructured regions with a Z-score 
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value assigned to all positions in the structured regions. The difference between the structural potential 

upon the A-to-G change (Fig. 2D) was considered if its absolute value exceeded 2. 

3.2.3. Analysis of polymorphisms. 

Genomic reads were mapped onto transcriptomes with bowtie2 (Langmead and Salzberg 2012) 

using the --sensitive-local run mode. After the sorting of the resulting read alignment files with the 

samtools package (Li et al. 2009), diploid genotypes were called with bcftools (Narasimhan et al. 

2016). Next, we discarded all non-SNP variants and variants with the quality score below 20. We 

computed synonymous nucleotide diversity πs with the pairwise haplotype comparison implemented 

in the PAML package (Yang 2007). 

3.2.4. Alignments. 

To construct multiple transcriptome alignments, we selected a transcriptome of one species 

and performed BLASTn (Altschul et al. 1990) with the E-value threshold of 10–15 against the 

transcriptomes of the remaining species. Resulting alignment was obtained by merging of the pairwise 

BLASTn alignments. The results showed only a negligible dependence on the choice of the seed 

species. 

3.2.5. Context analysis.  

Site LOGOs were built with the WebLOGO server (Crooks et al. 2004). R values for 

mismatches in contexts of non-conserved editing sites were defined as: 

𝑅$!,$"
±' =	

𝑝(E𝑁', A𝑁()
𝑝(A𝑁', A𝑁()

 

where N1 and N2 represent nucleotides in positions +1 and –1 relative to the considered adenine, p(EN1, 

AN2)	is the probability of a mismatch at position +1 or –1 relative to the considered adenine that is 

edited in one of the two considered species and not edited an another, defined as: 
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𝑝(E𝑁', A𝑁() 	= 	
#(E𝑁', A𝑁()
#(𝐸, 𝐴)  

with	#(𝐸, 𝐴)		and #(E𝑁', A𝑁() being the number of homologous A-E states and the number of 

contextual N1-N2 mismatches associated with the A-E pairs, respectively. A and E are the edited and 

non-edited states of adenines, respectively. 

p(AN1, AN2) is the respective probability when both homologous adenines are non-edited defined as: 

𝑝(A𝑁', A𝑁() 	= 	
#(A𝑁', A𝑁()
#(𝐴, 𝐴)  

#(𝐴, 𝐴)		and #(A𝑁', A𝑁() being the number of homologous A-A states and the number of N1-N2 

mismatches adjacent to the A-A pairs, respectively. 

The statistical significance of the R values was assessed by the chi-squared contingency test 

with the Bonferroni correction on the number of N1-N2 mismatch types. A 2 × 2 Contingency matrix 

S used in the chi-squared test was constructed from the numbers used to define p(EN1, AN2)	and 	

p(AN1, AN2): 

𝑆 = 	 8#(E𝑁', A𝑁() #(A𝑁', A𝑁()
#(𝐸, 𝐴) #(𝐴, 𝐴) 9 

 

3.2.6. Substitution matrix. 

For a considered species, we considered its closest relative and an outgroup that could be either 

of the two remaining coleoids (Fig. 1A). Given the low number of available species, we used maximum 

parsimony (MP) to reconstruct ancestral states. Thus, for a position in the alignment, the ancestral state 

of nucleotide N was inferred if the closest relative and an outgroup had the same nucleotide Nanc; an 

ancestral adenine was considered to be edited if the homologous adenines in the closest relative and 

an outgroup were edited. The substitution matrix was thus comprised of counts inferred by MP, #(Nanc 

→ N). 
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3.2.7. R and Q calculation for non-synonymous (NES) and synonymous (SES) editing 
sites. 

 When R measures were computed separately for SES and NES, we applied a modification of 

the expression for the R value. For substitutions at SES: 

𝑅→$
*+, =	

𝑝(E*+,, 𝑁)
𝑝(A*+,, 𝑁) 

where E*+, are synonymous editing sites, i.e. edited adenines that, when substituted to guanine, do not 

change the amino acid, and, similarly, A*+, are synonymous unedited adenines. An analogous formula 

was applied for non-synonymous editing sites. The definitions of probabilities 𝑝(E*+,, 𝑁) and 

𝑝(A*+,, 𝑁) are in this case analogous to those used in the context analysis, see above.  

When we calculated RN→ separately for NES and SES, we applied another modification of the 

expression for the R value. For mutations to SES we have: 

𝑅$→
-+, =	

𝑝∗(𝑁*+,, E*+,)
𝑝∗(𝑁*+,, A*+,) 

where E*+, and A*+, are defined just as above, and 𝑁*+, represents nucleotides, that, when substituted 

with adenine and with guanine would yield the same amino acid. 𝑝∗ are conditional probabilities: 

𝑝∗(𝑁, E) = 	𝑝(𝑁, E)
#E

#E + #A;  

𝑝∗(𝑁, A) = 𝑝(𝑁, A)
#A

#E + #A;  

An analogous formula is applied to NES, with 𝑁,/, representing nucleotides, that, when substituted 

with adenine and with guanine would yield different amino acids.  
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3.2.8. Calculation of dN/dS. 

We estimated the strength of positive selection acting on substitutions to guanines and to 

pyrimidines separately by applying the dN/dS measure to edited adenines with a subsequent 

normalization by dN/dS of unedited adenines. Thus, for substitutions to G we applied the formula 

(Suppl. Fig. S9): 

𝑑𝑁(E → G)
𝑑𝑆(E → G)

𝑑𝑁(A → G)
𝑑𝑆(A → G)?  

where dN were calculated for all codons and dS, for four- and six-fold degenerate codons. An 

analogous formula was used to estimate selection acting on E-to-Y substitutions. Next, we applied this 

measure separately for 10% editing level (EL) bins, counted Pearson’s correlation coefficient and 

applied the F statistic to estimate the significance of the obtained correlation. 

Positive selection on editing sites was estimated with the dN/dS ratio where non-synonymous 

substitutions were considered for edited adenines, and synonymous, for unedited adenines: 

𝑑𝑁(E → G)
𝑑𝑆(A → G) =

𝑝(E,/, → G)
𝑝(A*+, → G) ∗

ξ,/,

ξ*+,  

where ξnon and ξsyn are normalizing coefficients accounting for differences in codon probabilities and 

different probabilities of, respectively, synonymous and non-synonymous substitutions under the 

neutral evolution assumption. These coefficients are defined as: 

ξ,/, =	1 C D 𝑓(𝑁'𝑁(𝑁0) × 𝐾,/,(𝑁'𝑁(𝑁0, A → G)
$!$"$#	∈	{4,5,6,7}#

G?  

ξ*+, =	1 C D 𝑓(𝑁'𝑁(𝑁0) × 𝐾*+,(𝑁'𝑁(𝑁0, A → G)
$!$"$#	∈	{4,5,6,7}#

G?  

where f(N1N2N3) is the codon frequency while Knon  and Ksyn are, respectively, the numbers of possible 

non-synonymous and synonymous A-to-G substitutions in a given codon. 
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3.2.9. Statistics. 

For mutation frequency and dN/dS analysis, statistics were obtained from 105 random sets of 

mutation numbers sampled from the binomial distributions with the parameters equal to the observed 

substitution frequencies. For the analysis of parallel evolution, two-tailed confidence intervals were 

inferred from the binomial distribution. The binomial test was applied to compare fractions of 

conserved and not conserved editing sites in structured segments. For the analysis of changes in the 

secondary structure stability following A-to-G in silico substitutions, sizes of tails in the distribution 

of Z-score differences were compared using the binomial test, and to compare the results for different 

types of sites, random 100-sequence samples of each type were compared with the Wilcoxon signed-

rank test. 

3.2.10. Data availability. 

Ad hoc scripts were written in Python. Graphs were built using R. All scripts and data 

analysis protocols are available online at https://github.com/mikemoldovan/coleoidRNAediting. 

3.3. Results 

3.3.1. Editing level is associated with the local and global sequence context.  

We studied the A-to-I editing using available genomic read libraries, transcriptomes, and 

editing sites data for four coleoids, closely related octopuses Octopus vulgaris and O. bimaculoides, 

squid Loligo pealei, and cuttlefish Sepia esculenta (Liscovitch-Brauer et al. 2017). As outgroups, we 

considered nautiloid Nautilus pompilius and gastropod mollusk Aplysia californica (Liscovitch-Brauer 

et al. 2017) (Fig. 1A). 

The action of editing sites as surrogates of beneficial A-to-G substitutions presumes 

advantageous enhancement of editing probabilities at individual sites. As A-to-I editing is to be 

affected by the local sequence context (Alon et al. 2012; Liscovitch-Brauer et al. 2017) and the RNA 

secondary RNA structure (Morse, Aruscavage, and Bass 2002; Reenan 2005; Gommans, Mullen, and 
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Maas 2009; Savva, Rieder, and Reenan 2012; Klironomos, Berg, and Collins 2013; Rieder et al. 2013), 

one would expect, firstly, contextual differences around weakly vs. heavily edited sites and, secondly, 

contextual mutations associated with changes in editing status. Indeed, we have observed a previously 

unnoted dependence of the editing level (EL) (Fig. 1B), defined as the percent of transcripts containing 

I at the considered site at the moment of sequencing (Fig. 2A, Suppl. Fig. S1), on the site context (±1 

motif). Certain changes in the ±1 motif, specifically, an increase in the preference for G or T at the +1 

position, are associated with the increase of EL, although its information content of the motif remains 

approximately the same. Although the ±1 motif of both weakly and strongly edited sites is consistent 

with the ADAR (adenosine deaminases acting on RNA) profile (Alon et al. 2012; Liscovitch-Brauer 

et al. 2017), this observation could point to the action of different ADAR enzymes or to different 

modes of action of the same enzyme on strongly and weakly edited sites. There also seem to be some 

differences between the motifs of conserved and non-conserved sites (Suppl. Fig. S2).	

The analysis of non-conserved editing sites (NCES) in the octopus pair demonstrates 

overrepresentation of mismatches in the ±1 motif of the edited adenines reinforcing the local editing 

context compared to the homologous unedited adenines, for which the editing context is not observed 

(See Materials and Methods, Suppl. Fig. S3). Thus, both the editing status and the EL of a site are 

associated with substitutions in the ±1 motif. In the squid-cuttlefish pair, the higher number of 

mutations obscures this analysis.  

To estimate the size of the region that affects editing, we have measured the correlation 

between the editing level difference in conserved editing sites (CES) in closely related species and the 

number of mismatches in variable-sized windows centered at edited adenines. The window size 

yielding the largest correlation coefficient shows the average span of the context affecting the ADAR 

performance. For the Octopus pair, the highest correlation has been obtained at the window size of 

~100 nucleotides (Suppl. Fig. S4), consistent with previous estimates for the length of the region 

affecting editing (Liscovitch-Brauer et al. 2017). 
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Figure 1 | Prevalent mRNA editing in coleoid molluscs. (a) Phylogenetic tree of the species taken 

from TimeTree (Hedges, Dudley, and Kumar 2006). The asterisk marks the putative beginning of 

editing site expansion (Liscovitch-Brauer et al. 2017). (b) Distributions of per-nucleotide editing levels 

of the predicted editing sites in the studied coleoids. Note that editing sites have quite low (<10%) 

editing levels on average, however the distributions of editing levels across sites have heavy right tails, 

which correspond to large sets of heavily edited sites. 

3.3.2. Editing level is affected by secondary structure in adjacent RNA. 

The A-to-I editing in model species depends on large RNA structures spanning hundreds of 

nucleotides in addition to the local sequence context (Morse, Aruscavage, and Bass 2002; Reenan 

2005; Ensterö et al. 2009; Rieder et al. 2013; Kurmangaliyev, Ali, and Nuzhdin 2016) as the ADAR-

mediated mRNA editing generally requires secondary RNA structures (Gommans, Mullen, and Maas 

2009; Farajollahi and Maas 2010; G. Xu and Zhang 2014). Thus, we have assessed the link between 

RNA secondary structure and ELs of focal sites. 
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We have predicted structured segments in the transcripts of all six considered species. As the 

fraction of adenines located within structured segments is the same for all cephalopod species, 

including Nautilus (Suppl. Fig. S5), our secondary structure analyses are not systematically influenced 

by the GC-content of the studied genomes (Wang et al. 1984). Then we have assessed the contribution 

of mRNA secondary structure to the editing process by comparing structural contexts of edited and 

unedited adenines (Materials and Methods). The fraction of edited adenines located in putative 

structured regions is higher than the respective fraction for non-edited sites. Moreover, sites that are 

more highly edited (Fig. 2B) as well as sites conserved between more distant species (Fig. 2D) tend to 

be more structured. 

To uncover the connection between the strength of a local secondary RNA structure and the 

editing status at individual sites, we have compared the fractions of non-conserved editing sites 

(NCES) located within structured segments in edited vs. non-edited states. We considered the Octopus 

pair and the squid–cuttlefish pair. For both pairs, we have compared CES and NCES. For NCES in 

both species pairs we have observed significantly more cases when the edited site in a pair is more 

structured than the unedited one while the control CES set shows no bias (binomial test p<1.1×10–3 

for two species pairs: O. vulgaris/O. bimaculoides and squid/cuttlefish; Fig. 2C, Suppl. Fig. S6).  

Not only the fact of editing, but the difference in editing levels is linked to local secondary 

structures. For the closely related Octopus pair, we have calculated correlations between differences 

in ELs of homologous edited adenines and differences in their structure Z-scores (Suppl. Fig. S7). 

Almost no correlation (r=0.1, t-test p < 0.05) is seen when the EL difference is small (>5%), whereas 

for large differences in ELs (>50%) the correlation is substantial (r=0.7, t-test p < 0.05). A likely 

explanation is that larger differences are indeed due to the strength of the local secondary structure, 

whereas small differences in ELs arise as consequences of random noise. Consistent with the 

observations above, if we consider structures around edited adenines and their unedited homologs, 
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setting the ELs of unedited adenines to 0, we observe a similar, although a weaker trend (Suppl. Fig. 

S7), with correlations reaching 0.4 (t-test p < 0.05) when the ELs of NCES are high. 

The observations about local contexts, both the ±1 motif and RNA structures, imply that 

mutations near editing sites influence the editing status as well as the editing level. 

 

Figure 2 | (a) O. bimaculoides editing site context changes with the increase of editing level. The 

height of the letters represents the LOGO bit score of each nucleotide. (b) Highly conserved editing 

sites tend to be relatively more structured. The fraction of editing sites that are in structured segments 

is shown for different editing levels: red — O. vulgaris, red dashed — O. bimaculoides, blue — L. 

pealei, blue dashed — S. esculenta, grey — the constant showing the fraction of unedited adenines 

located in structured segments. The noisy pattern at the right is due to a low number of very highly 

edited sites. (c) The stability of the local secondary structure is higher at edited adenines than at 

homologous, non-edited adenines for the squid/cuttlefish pair. The distribution of the difference of the 

minimal free energy Z-score between homologous sites in squid and cuttlefish is shown in blue when 



 75 

two homologous sites have different editing status (edited minus unedited) and in grey when both sites 

in a pair are edited. The left tail of the blue histogram is heavier than the right one (p = 1.7×10–22 versus 

0.32 for the grey histogram), showing that the editing sites tend to regions with higher secondary 

structure stability. (d). Conserved editing sites tend to be more structured. The three groups of sites 

are those present in two of the four species (O. vulgaris and O. bimaculoides, red, or L. pealei and S. 

esculenta, blue), or in all four species (grey). Statistically significant differences are shown with 

brackets (*** p<0.001, * p<0.05). 

3.3.3. Edited adenines are often substituted by guanines.  

If edited adenines indeed frequently mimic the beneficial guanine state, the substitution 

patterns of edited and unedited adenines should differ, with edited adenines being more prone to 

substitutions to guanine and less prone to substitutions to cytosine or thymine (Popitsch et al. 2020). 

Firstly, we performed the analysis of the species pairs to infer the properties of A-G mismatches at 

editing sites. For a pair of considered species, we define R as the mismatch probability for an edited 

adenine divided by the probability of the same mismatch for an unedited adenine: RN=p(E,N)/p(A,N), 

where E and A are, respectively, edited and not edited adenines in one species, and N is the non-E, 

non-A nucleotide at the homologous site in the other organism. Similar formulas are applied when we 

consider directed substitutions instead of mismatches. If a pair of the ancestral and the descendant 

species is considered, we use notation R→N to identify the directionality. R→N = p(E→N)/p(A→N), 

where p(E→N) and p(A→N) are, respectively, the probabilities of the substitution of the edited and 

non-edited adenine to N. Similarly, notation RN→ is used when substitutions from ancestral N to E and 

A are considered: RN→=p(N→E)/p(N→A). Higher values of RN→	imply	that	the	ancestral	nucleotide	

N	is	more	likely	to	be	substituted	by	an	edited	adenine,	compared	to	an	unedited	one. 

We have observed a striking dependence of the calculated mismatch probabilities on the editing 

status of the adenines and their ELs. In the Octopus pair, RG and RY (Y denotes pyrimidine, C or T) 
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differ both in value and in the dependence on the EL (Fig. 3AB). Indeed, RG is always higher than RY 

with RG further increasing and RY decreasing as the EL increases. The probability for an adenine to be 

substituted by a guanine in the O. vulgaris lineage is ~8 times higher when the homologous adenine is 

strongly edited in O. bimaculoides than when it is not (Fig. 3A). For the more distantly related squid–

cuttlefish pair, we observe a similar although less pronounced effect. For all distant pairs, that is, 

Octopus–squid/cuttlefish, RG shows no or only a weak dependence on the EL. 

We have calculated R values separately for non-synonymous editing sites (NES), which 

comprise between 64.6% and 65.7% of all detected coleoid editing sites, and for synonymous editing 

sites (SESs) which comprise the remaining 34.3% to 35.4%. NES (Suppl. Fig. S8AB) demonstrate the 

same pattern as described above for all sites, whereas for SES, we see no dependence of RY on the EL 

(Suppl. Fig. S8CD). NES demonstrate very low RY at high ELs. These patterns suggest that at highly 

edited nonsynonymous adenine sites, any nucleotide other than guanines are impeded by strong 

negative selection; whereas the guanine states at such sites are frequent. Thus, at non-synonymous 

NCES, the selection patterns differ from those at non-conserved adenines: Y mismatches with NCES 

experience stronger negative selection than Y mismatches with non-edited adenines, and stronger 

positive and/or weaker negative selection acting on E-to-G or G-to-E substitutions compared to A-to-

G or G-to-A ones, respectively. 
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Figure 3 | R and Q values. (a.b) Dependence of RG (a) and RY (b) on the editing level. Two curves 

for each pair are given, since RN  is calculated two times for each pair of species using one of them a a 

reference each time. The red curves correspond to the pair O. vulgaris – O. bimaculoides; the blue 

curves, to the pair cuttlefish–squid, the grey curves, to distant pairs. (c). Mutational characteristics of 

editing sites for the squid–cuttlefish summary substitution matrix. Left to right: Q→*>>1, R→G>1, 

R→Y<1, Q*→ >1, RG→>>1, RY→>1. 

3.3.4. Editing recapitulates substitutions that are positively selected. 

To reveal the mode of selection at edited sites, we have calculated the dN/dS ratios separately 

for mismatches of edited and unedited adenines with guanines and with pyrimidines (Suppl. Fig. S9). 

For weakly edited adenines, the dN/dS values of mismatches with guanines and with pyrimidines are 

approximately the same as those for unedited adenines. However, at highly edited sites, the dN/dS ratio 

for substitutions to guanine is two- to threefold higher, compared to unedited adenines,	while the 

respective ratio for pyrimidines is twofold lower. Thus, strongly edited sites evolve under weaker 

purifying selection against E-to-G and/or G-to-E transitions and stronger purifying selection against 

E-to-Y and/or Y-to-E substitutions. 
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To distinguish between positive selection and relaxation of negative selection at these sites, we 

have calculated dN/dS for A-G mismatches where dN and dS are calculated for edited and unedited 

adenines, respectively. It is larger than 1 at high ELs for the closely related octopus species pair (Fig. 

4), indicating positive selection acting on the E-to-G transition: heavily edited adenines are positively 

selected for substitutions to guanine. 

 

Figure 4 | dN/dS values of adenine substitutions to guanines for various EL thresholds. Non-

synonymous substitutions are calculated for edited adenines, and synonymous, for unedited adenines. 

Error bars indicate the 95% probability value range. a. Plot for the whole range of dN/dS values. b. 

Truncated value range. Note the increase of dN/dS values at high EL values for all species pairs. 
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3.4. Discussion 

3.4.1. The hypothesis about the adaptivity of non-conserved editing sites is 
supported by our observations. 

Editing in coleoids is essential for transcriptome diversification, and results in a more complex 

phenotype (Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018). Indeed, a considerable 

fraction of coleoid editing sites are conserved between even distantly related species, and a majority 

of heavily edited sites affect protein sequence (Liscovitch-Brauer et al. 2017). We propose that non-

conserved coleoid editing sites could facilitate adaptation by extending selection to regions affecting 

editing if guanine is the beneficial variant at the editing site. This hypothesis is directly supported by 

our observations. Indeed, strong dependence of editing on the local context allows for selection of 

mutations in the vicinity of the editing site, hence extending the variety of beneficial mutations. On 

the other hand, edited adenines indeed tend to be substituted by guanines, and guanines are selected 

for if the editing levels of homologous adenines is high. This positive selection pattern is specific to 

guanine variants, as substitutions of edited adenines to cytosine or thymine are avoided. 

An indirect observation also supports our hypothesis. Sizes of the effects such as the E-to-G 

substitution rate or the rate of positive selection on the guanine variant at editing sites are larger for 

heavily edited adenines compared to medium and weakly edited ones. This effect could be explained 

by beneficial A-to-G substitutions provoking selection on adjacent regions, which leads to the 

increased ELs and hence to the enhanced presence of the guanine-like variant. Indeed, if G is beneficial 

at a given site, it would manifest as both positive selection towards G at this site, and by mutations at 

adjacent sites yielding higher A-to-I editing level, and hence these two types of effects would be 

correlated. 

3.4.2. E-to-G substitutions versus G-to-E substitutions. 

In theory, two processes could lead to the increase in the observed R and dN/dS values of edited 

sites — the increased frequency of either E-to-G or G-to-E substitutions. To distinguish between these 
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possibilities, we use the procedure described in Materials and Methods to сalculate the frequencies of 

all types of substitutions for each species since its closest ancestor. We also consider the more robust, 

averaged substitution frequencies for the Octopus pair and for the squid–cuttlefish pair. As the 

frequencies of substitutions to edited and non-edited adenines are calculated separately, we introduce 

the normalized, directional measure Q→* reflecting the preference of edited adenines to substitute to 

guanine: 

𝑄→∗ =
𝑅→6
𝑅→9

=	
𝑝(E → G)
𝑝(A → G)

𝑝(E → Y)
𝑝(A → Y)

J 	= 	
𝑝(E → G)
𝑝(E → Y)

𝑝(A → G)
𝑝(A → Y)

J  

By this definition, the Q→* measure is an indicator of the joint effect of the prevalence of E-to-G over 

A-to-G substitutions and of the underrepresentation of E-to-Y relative to A-to-Y substitutions. For the 

squid–cuttlefish clade, and for SESs and NESs considered separately, Q→* ranges from 3.49 to 6.4 

(Fig. 3C, Suppl. Fig. S10AB), in all cases being significantly higher than 1 expected under a neutral 

model (p<0.005). Hence, as in the case of pairwise comparison of extant species (Fig. 3AB), edited 

adenines have a substitution pattern strikingly different from that of unedited adenines, and are likely 

to mutate into guanines. 

However, large values of Q→* may be explained by two effects, high R→G of E-to-G 

substitutions or low R→Y of E-to-Y substitutions (Fig. 3C) both yielding R→G higher than R→Y. R→G is 

higher than 1 (p<0.005), thus indicating that an edited adenine is more likely to be substituted by 

guanine than an unedited adenine. Combined with R→Y being smaller than 1 (p<0.005), this indicates 

that in fact both effects contribute to the observed Q→* values. A similar pattern holds if we consider 

NES and SES separately: R→G is higher than R→Y, although for NES high Q→* can be almost entirely 

attributed to R→G, and for SES, to R→Y (p<0.005) (Suppl. Fig. S10AB). 

To analyze the directionality of the mutation process that affects editing states, we consider a 

similar function measuring the degree of prevalence of G-to-E substitutions: 
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𝑄∗→ =
𝑅6→
𝑅9→

=
𝑝∗(G → E)
𝑝∗(G → A)

𝑝∗(Y → E)
𝑝∗(Y → A)

J 	= 	
𝑝∗(G → E)
𝑝∗(Y → E)

𝑝∗(G → A)
𝑝∗(Y → A)

J  

where probabilities p* are conditional probabilities of a nucleotide mutating to either edited or unedited 

adenine after taking into account differences in the E and A densities in the transcriptomes: 

𝑝∗(𝑁 → E) = 	𝑝(𝑁 → E)
#E

#E + #A;  

𝑝∗(𝑁 → A) = 𝑝(𝑁 → A)
#A

#E + #A;  

For both the Octopus pair and the squid–cuttlefish pair, Q*→ is larger than 1 (p<0.005) (Fig. 

3c, Suppl. Fig. S10), thus suggesting that guanines tend to be substituted by edited rather than unedited 

adenines. However, this effect is on average twofold smaller than that for substitutions of edited 

adenines to guanines, suggesting that the process of G-to-E transitions is less directional than that for 

E-to-G transitions. If RG→ and RY→ are considered separately, they both are larger than the expected 

value 1 (Fig. 3C) (p<0.005), which points to a generally faster generation of E sites from both G and 

Y nucleotides. As the observed effect is small, it could be attributed to weaker negative selection acting 

upon the G-to-E transition relative to G-to-A, as the edited adenine is a state closer to the guanine-only 

variant (Jiang and Zhang 2019). 

The Q value defined as the ratio of undirected R values increases with the EL (as follows from 

Fig. 3AB). On the other hand, formally it is monotonic with respect to the directed Q→* and Q*→ values 

(see Suppl. Mat. 1). Hence, even though we could not detect a significant dependence of Q→* and Q*→ 

on EL due to insufficient data, at least one of them should increase with the EL. However, the effects 

observed for the E-to-G substitution are more pronounced compared with those for the G-to-E 

substitutions, hinting at A-to-I editing sites mimicking beneficial A-to-G substitutions rather than 

rescuing deleterious G-to-A substitutions. 
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3.4.3. Positive selection in favor of E-to-G substitutions. 

Why would substitutions that recapitulate editing be adaptive? Conceivably, it could be that 

variability at the transcriptome level is advantageous by itself, contributing to the proteome diversity, 

similar to alternative splicing, alternative transcription and translation starts, etc (Raj and van 

Oudenaarden 2008; Gommans, Mullen, and Maas 2009; Pickrell et al. 2010). However, this scenario 

does not explain positive selection of substitutions to G. 

Alternatively, editing might create an unconditionally beneficial variant, so that at an edited 

site, G is always better than A. Under this scenario, editing could recreate the G allele previously lost 

due to a deleterious G-to-A mutation, or produce a novel G variant which is favored by selection but 

has not been present at this site previously (Jiang and Zhang 2019). This scenario is supported by the 

observed selection favoring guanines at edited sites. In particular, deleterious G states may arise due 

to dC-to-dU deamination, which results in complementary dG-to-dA mutations and is known as one 

of the major mechanisms of mutagenesis in the human population (Seplyarskiy et al. 2021). 

But why would selection in favor of G result in an increased A-to-I editing of a fraction of the 

transcripts, when a “direct” A-to-G genomic mutation at this site would lead to the same result in 100% 

of transcripts? One reason could be that mutations creating editing sites and/or increasing editing level 

are more numerous, and therefore more readily available. For a strongly advantageous mutation (with 

4Nes >> 1) that does not preexist in the population, the time till its fixation equals 1/(4Nesµ), where Ne 

is the effective population size, s is selection in favor of the new mutation, and µ is the mutation rate, 

see eq. 3.22 in Kimura 1983. If two types of mutations can yield the desired phenotype, which of them 

would be the first to fix in an evolving lineage is determined by the product of the corresponding 

selection and mutation rates. 

Let µ1 be the rate of the direct mutation, and s1, selection in its favor. Assume that an increase 

in the number of favored transcripts can also be achieved by M other mutations, each characterized by 
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rate µ2 and selection s2. The probability that the editing-enhancing mutation will be the first to occur 

then equals Mµ2s2/(µ1s1 + Mµ2s2) (Yampolsky and Stoltzfus 2001). If Mµ2s2>µ1s1, the editing-

increasing mutation will typically fix earlier than the direct mutation. As we show, many tens of sites 

may affect editing, making M large, and this scenario likely. For example, if the direct A-to-G 

substitution confers a 10% increase in fitness, but a 1% increase can be achieved by changes in editing 

by mutations at each of 20 other sites, then the editing-increasing change will be the first to occur with 

probability 2/3 if the mutation rates are uniform. 

This reasoning only applies if the within-species variability level Neµ is low (<<1); otherwise 

each site will carry a preexisting mutation, and the mutation rate will be less relevant (McCandlish and 

Stoltzfus 2014). Low variability is indeed a characteristic trait of the considered coleoid species, with 

synonymous-site pairwise divergence of 2.5×10–3 for O. bimaculoides, 2.2×10–3 for O. vulgaris, 

1.8×10–3 for S. eculenta, and 4.5×10–3 for L. pealei (see Materials and Methods). These values imply 

Neµ<<1, suggesting that evolution can be indeed mutation-limited in this group of species. Low values 

of Neµ characteristic of higher animals have been proposed to underlie many aspects of genomic 

complexity (Lynch 2007); they may also cause the high prevalence of RNA editing in coleoids. 

When this study had been completed, Popitsch et al. published a population-genetic study of 

Drosophila and human A-to-I RNA editing sites, in which they showed a similar pattern of selection 

at editing sites, with the derived G state selected upon, whereas C and T variants being suppressed, 

indicating enhanced negative selection (Popitsch et al. 2020). That study indirectly supports our claim 

about coleoid A-to-I editing sites mimicking beneficial A-to-G substitutions. Furthermore, as coleoids 

possess many more conserved re-coding A-to-I editing sites than any other studied metazoan group, 

one might expect the bulk of coleoid editing, especially at heavily edited sites, to be important per se, 

e.g. for transcriptome diversification, which would result in suppression of any non-adenine variants 

in editing sites. On the contrary, we have observed positive selection in A-G mismatches, when 

adenines are heavily edited, with selection acting specifically on A-to-G transitions. Also, like Popitsch 
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et al., we have observed enhanced negative selection against A-to-C and A-to-T substitutions and 

mismatches at coleoid editing sites. The consistency of results obtained for coleoids, Drosophila, and 

human points towards a general role of A-to-I editing sites as imitations and precursors of A-to-G 

transitions in the evolution of metazoans with low-polymorphic populations. 

3.4.4. Conservation and function of editing. 

Earlier, it has been proposed that most editing sites result from tolerable promiscuous ADAR 

action (Xu and Zhang 2014). However, the A-to-I editing sites in coleoids are under positive selection 

if ELs are high (Fig. 4). Hence large ELs cannot result simply from the tolerance towards substitutions 

to guanines at these sites.		

Сoleoid editing sites are often considered to be important for complex regulation (Albertin et 

al. 2015; Alon et al. 2015; Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018; Jiang and 

Zhang 2019). However, this applies only to conserved, and hence functional, editing sites. We propose 

that coleoid editing sites form two populations with different properties. Firstly, there are functional 

editing sites, which are important per se due to their ability to diversify protein products in various 

tissues and environmental conditions (Savva, Rieder, and Reenan 2012; Alon et al. 2015; Harjanto et 

al. 2016; Buchumenski et al. 2017; Duan et al. 2017; Liscovitch-Brauer et al. 2017; GTEx Consortium 

et al. 2017). As such sites should be retained over long periods of time, we may consider conservation 

as a good proxy for functionality. Conserved sites are surrounded by conserved regions (Liscovitch-

Brauer et al. 2017), their ELs show dependence on the number of substitutions in adjacent regions 

(Suppl. Fig. S4), and they comprise up to about a half of A-to-I editing sites in a coleoid transcriptome 

(Liscovitch-Brauer et al. 2017b). 

Secondly, there are non-functional sites; the proxy here are non-conserved sites, with a caveat 

that some recently emerged sites could be functional. Nonetheless, as the proportion of young 

functional sites should be minimal (Gommans, Mullen, and Maas 2009), the general properties of non-
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conserved sites should reasonably well represent those of non-functional ones. Non-conserved sites 

are not flanked by conserved regions, their ELs show no correlation with the number of substitutions 

in adjacent regions, and their sequence contexts differ from those of the conserved ones (Suppl. Fig. 

S2). Our hypothesis that (non-conserved) editing sites have an intrinsic evolutionary value does not 

contradict the fact that some (possibly large) subset of editing sites are functional as editing sites per 

se from the physiological point of view. 

Theoretically, our results could have been influenced by underprediction of editing sites. As 

the mean EL is about 5%, a site might be easily missed especially in transcripts with low expression 

levels (Bahn et al. 2012; Alon et al. 2012; Liscovitch-Brauer et al. 2017). However, the majority of 

our observations are obtained for highly edited adenines, which are predicted with greater accuracy 

(Bahn et al. 2012), and hence should not be influenced by missing weakly edited sites.	

3.4.5. Theoretical frameworks and alternative explanations 

Our results could be interpreted within several paradigms. Firstly, as noted above, the 

observations could mean that editing rescues deleterious G-to-A substitutions (Jiang and Zhang 2019). 

However, as also mentioned above, the estimates of Q values, which represent the mutation process 

directionality, indicate that E-to-G substitutions differ in terms of the transition/transversion rate from 

A-to-G ones to a much greater extent, than G-to-E substitutions differ from G-to-A (Q→* >> Q*→,); in 

addition, Q*→<1 at non-synonymous sites (Fig. 3C), again supporting the idea that the E-to-G 

transitions contribute to the observed effects to a larger degree.	  Ultimately, this issue would be 

resolved when more data are available, allowing for the reconstruction of ancestral states of NCES. 

Conrad Hal Waddington has proposed that a trait exhibiting extreme values in a novel 

environment due to the phenotypic variation present in a population will be canalized through 

subsequent evolution (Waddington 1953a; 1953b). Evidently, the trait has to be phenotypically plastic, 

i.e. to exhibit genotype×environment interaction covariance (Lynch and Walsh 1998; Ghalambor et 
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al. 2015; Ghalambor et al. 2007; Levis and Pfennig 2019). Over the years, the subject of phenotypic 

plasticity generally facilitating adaptation through genetic assimilation remained debatable 

(Ghalambor et al. 2015), and, despite multiple examples of genetic assimilation (Levis and Pfennig 

2019), large-scale studies of differential expression of genes under environmental changes before 

introduction to a novel environment and in the novel environment before and after adaptation have 

shown that genetic changes tend to reverse rather than enhance the plastic ones (Ghalambor et al. 

2015). Considering that editing may be influenced by environmental changes, one may imagine the 

environmental variance of editing, and, moreover, directed changes in the editing status in novel 

environments (Duan et al. 2017). Thus, positive selection acting on E-to-G transitions may be 

interpreted as genetic changes reinforcing phenotypic changes in the course of adaptation. However, 

the reinforcement of plastic changes by subsequent adaptation is notoriously difficult to prove, and the 

research design has to meet a number of specific criteria, such as the ability to show the very presence 

of genotype×environment interaction covariance, which we do not have sufficient data to test (Duan 

et al. 2017). This explanation is also contradicted by A-to-I editing being performed by a single small 

family of ADAR enzymes (Eisenberg and Levanon 2018), that for simple combinatorial reasons 

cannot provide a complex and specific response to a novel environment as differential expression. 

Nonetheless, editing in coleoids could be regulated by other proteins or processes such as the 

dependence of local RNA structures on temperature, and hence coleoid mRNA editing could be a good 

object for future studies of genetic assimilation. 

Yet another possible explanation is in terms of preadaptation. The term «preadaptation» refers 

to a pre-existing structure that has changed its function in the course of evolution, a concept introduced 

by Charles Darwin (Darwin 1872; McLennan 2008; Cadotte et al. 2018; Stephen Jay Gould and Vrba 

1982b; Ardila 2016; Casinos 2017), and currently it is applied to both morphological and molecular 

traits. This definition presumes that we can identify three stages of the structure’s evolution: (1) 

structure with the ancestral function, (2) structure that has acquired a novel, derived function, but 



 87 

retained the ancestral one, and (3) structure with only the derived function (Gould and Vrba 1982; 

McLennan 2008). Stage (1) is optional, as a structure that would be beneficial in the future could 

emerge by neutral evolution and have no specific ancestral function (McLennan 2008). In the case of 

non-conserved editing we seem to observe a rather similar pattern — an ancestral adenine that, through 

a transitory stage of an edited nucleotide, where two mRNA isoforms are present, is substituted with 

guanine. Under this hypothesis, we would expect edited adenines to be substituted more frequently 

and directionally to guanines, positive selection to act on such substitutions, and these effects to be 

more pronounced for highly edited sites and for more closely related species, as preadaptation has been 

shown to be better seen when closely related species are considered. These criteria are basically the 

same as those listed in the Introduction section, and hence the preadaptation scenario could be applied 

here. One problem is, that de facto we have not observed the complete chain of events, our findings 

being restricted only to finding that E-to-G transitions are selected for and to frequent emergence of 

editing sites from unedited adenines. Another problem with this explanation is that one cannot 

establish the function of every editing site, and, in order for the preadaptation explanation to be 

applicable here, we have to extend the meaning of “function” in the definition of preadaptation to a 

broader term, e.g. “phenotypic manifestation” of a nucleotide, which would include traits such as the 

occurrence of a specific amino acid at a specific position of a protein. 

Hence, the most reasonable framework for our findings seems to be in terms of non-functional 

editing sites enhancing the expressed genetic variability, thus contributing to the acceleration of the 

evolutionary process at sites with beneficial A-to-G substitution. The Continuous Probing Hypothesis 

(Gommans, Mullen, and Maas 2009) states that editing sites, due to the lack of a strict context, 

constantly emerge at random points of the transcribed genomic regions. Hence, an adenine with a 

beneficial substitution to guanine could become edited if the editing context emerges around it purely 

by chance. The context can be further selected upon, resulting in the mimicking of the beneficial 

guanine variant. 
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A similar rhetoric can be applied to other cellular information transmission processes such as 

transcription and splicing. These processes depend on regulatory sites and contexts that change the 

quantity, dynamics (developmental stage, tissue-specificity, response to external conditions), and 

sequence of encoded proteins and hence are subject to selection (Raj and van Oudenaarden 2008; 

Pickrell et al. 2010). Hence a natural extension of this study would be to systematically assess the 

evolutionary advantage of noise in information transmission processes in low-polymorphic 

populations. 
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Chapter 4. A hierarchy in clusters of 
cephalopod mRNA editing sites 

This chapter describes our study “A hierarchy in clusters of cephalopod mRNA editing sites” 

published in Scientific Reports in 2022. Authors: Moldovan, M., Chervontseva, Z., Nogina, D. & 

Gelfand, M. S. 

RNA editing in the form of substituting adenine with inosine (A-to-I editing) is the most 

frequent type of RNA editing in many metazoan species. In most species, A-to-I editing sites tend to 

form clusters and editing at clustered sites depends on editing of the adjacent sites. Although 

functionally important in some specific cases, A-to-I editing usually is rare. The exception occurs in 

soft-bodied coleoid cephalopods, where tens of thousands of potentially important A-to-I editing sites 

have been identified, making coleoids an ideal model for studying of properties and evolution of A-

to-I editing sites. Here, we apply several diverse techniques to demonstrate a strong tendency of 

coleoid RNA editing sites to cluster along the transcript. We show that clustering of editing sites and 

correlated editing substantially contribute to the transcriptome diversity that arises due to extensive 

RNA editing. Moreover, we identify three distinct types of editing site clusters, varying in size, and 

describe RNA structural features and mechanisms likely underlying formation of these clusters. In 

particular, these observations may explain sequence conservation at large distances around editing 

sites and the observed dependency of editing on mutations in the vicinity of editing sites. 

4.1. Introduction 
The mRNA editing process, where an adenine is substituted by inosine (A-to-I editing), is a 

widespread mechanism of transcriptome diversification in metazoans (Bass and Weintraub 1988; 

Reenan 2005; Yang et al. 2008; Ensterö et al. 2009; Morse, Aruscavage, and Bass 2002). Inosine is 

recognized by the cellular machinery as guanine (Xu and Zhang 2014; Wahba et al. 1963; Sommer et 

al. 1991; Kazuko Nishikura 2006; 2010; 2016), and hence the proteins translated from an edited 
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transcript may be re-coded, thus contributing to the proteome diversity (Alon et al. 2012; 2015; 

Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018). A-to-I editing is performed by the family 

of ADAR enzymes, and mutations corrupting ADAR may cause reduction of fitness in model 

organisms and disease in humans (Kazuko Nishikura 2010; Eisenberg and Levanon 2018; Garrett and 

Rosenthal 2012; Feldmeyer et al. 1999; Brusa et al. 1995; Maas et al. 2006). 

Still, A-to-I editing sites are rare in coding regions of most genomes studied so far, with only 

minor fractions of them being conserved or functionally important (Yang et al. 2008; Yablonovitch et 

al. 2017; Ramaswami et al. 2012; Kim et al. 2004; Pinto, Cohen, and Levanon 2014; Yu et al. 2016). 

However, in coleoids (soft-bodied cephalopods, Fig. 5A), not only A-to-I editing is frequent, but is 

also more functionally important than in other studied lineages, i.e. mammals and Drosophila 

(Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018; Alon et al. 2015). Editing in coleoids 

involves up to 1% of all adenines in the transcriptomes and has been suggested to play an important 

role in proteome diversification, allowing for responses to many environmental cues, such as 

phenotypic adjustments to low temperatures (Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 

2018; Shoshan et al. 2021). Along with that, editing sites could have an evolutionary value by rescuing 

deleterious G-to-A substitutions (Chen 2013; Jiang and Zhang 2019) or by providing heritable 

phenotypes selection can act upon, thus enhancing the rate of adaptation (Moldovan et al. 2020; 

Popitsch et al. 2020). 

To edit transcripts, ADAR enzymes require specific features of the sequence around editing 

sites (Reenan 2005; Ensterö et al. 2009; Morse, Aruscavage, and Bass 2002; Alon et al. 2012; 

Liscovitch-Brauer et al. 2017b; Savva, Rieder, and Reenan 2012). Along with the edited adenine itself, 

a specific nucleotide context is required at positions ±1 relative to the edited adenine. However, the 

consensus at these positions is rather weak (Liscovitch-Brauer et al. 2017; Alon et al. 2015; Moldovan 

et al. 2020; Eggington, Greene, and Bass 2011). The ADAR enzymes also require edited adenines to 

be located in RNA helices, which may form complex structures spanning over 1kb of linear nucleotide 
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sequence (Reenan 2005; Morse, Aruscavage, and Bass 2002; Nishikura et al. 1991; Morse and Bass 

1999; Paz-Yaacov et al. 2010). Thus, editing at individual sites may be influenced by distant loci, 

which has been shown directly by the edQTL analysis (Kurmangaliyev, Ali, and Nuzhdin 2016). 

However, on average, the span of regions affecting editing at a particular site is about 200–400 nt 

(Liscovitch-Brauer et al. 2017), as shown by edQTL studies and analysis of sequence conservation in 

regions around editing sites in Drosophila (Kurmangaliyev, Ali, and Nuzhdin 2016) and coleoids 

(Liscovitch-Brauer et al. 2017), respectively. 

Nonetheless, the ADAR requirements on sequence and structure to edit a particular site are 

rather weak, yielding multiple weakly edited adenines in every studied transcriptome. Consequently, 

editing sites have been proposed to form constantly at random points of the genome, especially in 

structured RNA segments (Gommans, Mullen, and Maas 2009). Adjacently located edited adenines 

tend to be edited simultaneously (Nishikura et al. 1991; Duan et al. 2018; Polson and Bass 1994; Zhang 

and Carmichael 2001; Prasanth et al. 2005). In human and Drosophila, such correlations are mainly 

due to the involvement of such sites in the same secondary RNA structures.  Additionally, editing sites 

located in coding regions are clustered for Drosophila and leaf-cutter ants, with clusters arbitrarily 

defined as groups of editing sites where adjacent sites are located at most at 30–50 nt from each other 

(Li et al. 2014; Zhang et al. 2017). 

Clustering of editing sites has been extensively studied in tandem, differently oriented Alu 

repeats, where formation of Alu-Alu double helices is common (Paz-Yaacov et al. 2010; Levanon and 

Eisenberg 2015; Athanasiadis, Rich, and Maas 2004; Barak et al. 2009). Editing of Alu repeats has 

been hypothesized to protect against negative effects of Alu repeats on the organism’s fitness 

(Eisenberg and Levanon 2018) and Alu sequences may be used as indicators of the general editing 

activity in tissues (Paz-Yaacov et al. 2010). Extensive editing at Alu sequences also allows for the 

analyses of subtle features of ADAR-mediated editing such as the correlated editing at specific sites 
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(Paz-Yaacov et al. 2010) or establishment of preferential sequence of editing events along Alu-

containing transcripts (Barak et al. 2009).  

In coding sequences, clusters of A-to-I editing sites are also present and abundant, with 

clustered editing sites being on average more conserved and heavily edited than their individual 

counterparts (Liscovitch-Brauer et al. 2017; Duan et al. 2018). The enhanced conservation of clustered 

editing sites, their distance-dependent linkage, and dependencies of editing at one site on editing at 

another (Duan et al. 2018; Barak et al. 2009) suggest the importance not only of A-to-I editing per se, 

but also of dynamics of the editing process, so that editing tends to occur simultaneously at a multitude 

of sites in a given transcript. This hypothesis is supported by the observation that non-synonymous 

editing sites in protein-coding sequences are more clustered than synonymous ones (Duan et al. 2018). 

By having a large number of A-to-I editing sites, coleoids are a perfect model for studying 

subtle evolutionary and statistical features of RNA editing. One relevant question is posed by the 

possible structure of A-to-I editing clusters and the processes underlying formation of clusters with 

specific structures. As coleoid editing sites demonstrate same contextual features and secondary RNA 

structure requirements as mammalian or Drosophila editing sites (Fig. 5BC) (Liscovitch-Brauer et al. 

2017; Moldovan et al. 2020; Gommans, Mullen, and Maas 2009), studying coleoids as a convenient 

model we may enhance our understanding of the ADAR action in general and of the evolutionary and 

functional mechanisms involved in the emergence of new editing sites.  

Here, we rely on four coleoid transcriptomes to show that the level of association between A-

to-I editing at individual sites in coding regions strongly depends on the distances between sites. The 

underlying intuition here is as follows: closely located adenines should be similar in terms of local 

RNA structure, and if one of them is edited, the other one is more likely to have the necessary 

prerequisites for ADAR-mediated editing. Hence, we expect more closely located adenines to be 

edited simultaneously with a higher probability than more distantly located ones. with the highest 

correlation observed for immediately adjacent edited adenines (Fig. 5D).  
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By applying multiple and diverse approaches to analyze the distribution of editing sites along 

transcripts, we identified three distinct types of clusters of coleoid editing sites with sharply different 

characteristic size ranges. Analyzing local RNA structural features, we observe a tendency of editing 

sites to be located in putative loops, mismatches or bulges in secondary RNA structures, in agreement 

with observations of individual A-to-I editing sites that form A-C mismatches in RNA helices (Morse, 

Aruscavage, and Bass 2002; Morse and Bass 1999; Wong, Sato, and Lazinski 2001; Kallman 2003). 

In addition, we show that correlated editing in coding regions strongly contributes to transcriptome 

diversity driven by ADAR-mediated editing in general and that editing in clusters generally occurs in 

the 3’-to-5’ direction. 

 

 

Figure 5 | (A) Phylogenetic tree of four mollusks (octopuses Octopus vulgaris and O. bimaculoides, 

squid Loligo pealei, and cuttlefish Sepia esculenta) considered in this study. The tree has been taken 

from TimeTree (Hedges, Dudley, and Kumar 2006). (B) Sequence context of coleoid A-to-I editing 

sites. (C) ADAR enzymes performing A-to-I editing require secondary RNA structures. (D) Editing 

at closely and at distantly located sites. See the text for details. 
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4.2. Methods 

4.2.1. Data 

We used previously published transcriptomes (Liscovitch-Brauer et al. 2017b) of O. vulgaris, 

O. bimaculoides, S. esculenta, and L. pealei along with the publicly available coleoid editing sites data 

(Liscovitch-Brauer et al. 2017). The corresponding transcriptomic read data, summarized in 

Supplementary Table S1, were downloaded from the SRA database. For each species, corresponding 

SRA files were pooled. For the analysis of exons, we used the publicly available genomic sequences 

and annotation of O. bimaculoides (Albertin et al. 2015). 

4.2.2. Calculation of S values  

S values were calculated as nucleotide distances between edited adenines on transcripts. Along 

with S values calculated for actual editing sites, we calculated S values for randomly selected adenines. 

To eliminate the biases caused by factors such as the higher accuracy of editing sites prediction in 

highly expressed transcripts or the general tendency of some transcripts to be edited more frequently 

than others, we have randomly selected in each transcript the number of adenines equal to the number 

of editing sites it contains (see 4.2.3. “Control sets of adenines”). S* values were calculated as 

nucleotide distances between subsequent edited adenines, i.e., for pairs of editing sites with no edited 

adenines between them. 

4.2.3. Control sets of adenines 

As a uniform control, we constructed a random set of adenines as follows: in each transcript 

we selected the number of random adenines exactly equal to the number of editing sites in this 

transcript. By using this control, we address the issue of non-uniformity of adenine occurrence along 

the transcripts and, in particular, possible overrepresentation of AA dinucleotides.  

In addition, we constructed a second set of random adenines such that the three-nucleotide 

context of randomly chosen adenine set matched that of editing sites (Fig. 5B). Thus, we addressed 
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the non-uniformity of distribution of adenines in specific contexts along the transcripts. The procedure 

was as follows: for each transcript and for each editing site, we considered its 3-nucleotide context. 

Next, we selected a random adenine in the same transcript in the same context.  This procedure ensures 

that the number of sites in the control set is exactly the same as the number of editing sites and the 

contexts of the control set exactly matches that of the edited adenine dataset. 

To check for the stability of constructed controls with respect to the sampling of adenines, we 

have constructed 1000 control sets of adenines for O. vulgaris and calculated the maximal DC size in 

these sets (Suppl. Fig. S32). Maximal DC size was 3 in 97% of cases and 4 – in the remaining 3%. 

This shows that the procedure is robust with respect to random sampling variance. 

4.2.4. Editing state co-occurence 

The reads were mapped onto the transcripts with the bowtie2 package (Langmead and Salzberg 

2012) using the –sensitive-local alignment mode. We filtered out read alignments that did not contain 

regions of continuous read mappings larger than half the read length. The resulting alignment files 

were further processed with a set of ad hoc scripts and the numbers of editing state occurrences for 

each considered editing site pair were calculated. 

To infer the tendency of edited states to co-occur in transcripts, we have calculated the Pearson 

correlation (Pearson 1895) of edited state occurrences for all pairs of edited adenines located within 

the window with the radius equal to the read length. 

4.2.5. Variance due to editing 

To estimate the variance in transcriptomes conferred by editing, at each position, we formally 

assigned values 0 and 1 respectively to edited and non-edited reads mapping to this position. Thus, the 

variance at a position is simply EL(1–EL), where EL stands for the editing level at the considered 

position. Alternatively, this can be written as 𝑓":𝑓";, as it is written in the Results section. The additive 

variance component is thus the sum of 𝑓":𝑓"; over all edited adenines in the transcriptome. The net 
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variance is calculated as the sum of all variances and covariances in the form of 𝑓",#::𝑓",#;; −	𝑓",#:;𝑓",#;: (see 

text for details). Additionally, all between-site covariances considered in this analysis had to be 

significant (p < 0.05, t-test with FDR correction for multiple testing), otherwise they were formally set 

to zero. 

4.2.6. RNA structural annotations  

To estimate the propensity of sequences to form RNA secondary structure, we have calculated 

the structural potential Z-scores for each nucleotide using the RNASurface program (Soldatov, 

Vinogradova, and Mironov 2014). Z-score is defined as Z = (𝐸 − 	µ)/σ with E, µ and σ being the 

minimal free energy of a considered cequence, mean and standard deviation of the free energy 

distribution of shuffled sequences with preserved length and average dinucleotide composition, 

respectively. RNASurface was run with the maximal and minimal sliding window length set to 350 

and 20, respectively. For each position, Z-score was inferred as the minimal Z-score over all windows 

containing the position. 

The base pairing probabilities were calculated with the plfold algorithm of the Vienna package 

(Lorenz et al. 2011) with –W and –L parameters set to sequence lengths and –cutoff parameter set to 

0.0. 

For the analysis of editing sites brought close by secondary RNA structures, all possible pairs 

of editing sites for each transcript were considered. For Fig. 10B, every such pair was assigned to one 

of the three groups: “close due to structure”, “distant, unstructured”, or “intermediate”. Two editing 

sites were considered close due to the structure if the distance between them in the structure was less 

than the distance between them taken by sequence, and, additionally, the distance in structure was less 

than eight nucleotides. The pair of sites were considered distant if the distance between the sites in the 

structure was equal to the distance by the sequence or was more than 40 nucleotides. The distance in 

the structure for the pair of sites was computed as the minimal distance between them in the graph of 

the transcript with all the potentially paired base pairs and all nucleotides adjacent in the sequence 
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connected by edges. The graph was obtained using the Vienna RNAplfold program with the 0.8 cut-

off for the pairing probability (Lorenz et al. 2011). 

4.2.7. Structural mismatch annotations 

The tendency of edited adenines to mismatch with cytosines in RNA structures was estimated 

as follows. Given probabilities for every two nucleotides to be paired in a structure, we selected all 

adenines sandwiched between two base pairs with pairing probability higher than 0.7 and having one-

nucleotide symmetrical bubble in between. In total, we obtained sets of 455 and 4298 edited and non-

edited, respectively, adenines in such structures. Then we compared the distribution of such mismatch 

partners for the edited adenines and for the nonedited ones (Supplementary Figure S16). The 

probability of pairing was computed using RNAplfold (Lorenz et al. 2011) for all exon sequences as 

they would have been prior to editing events. 

4.2.8. Order of editing events  

In each 50 nt window in the read alignment on the transcriptome of O. vulgaris, we looked for 

at least 5 editing sites covered by at least 20 reads. Further, we required each transcript state, defined 

as the editing pattern in the read, to be supported by at least 5 reads, and the number of states to be at 

least 4 if one of the states represented the all-A (not edited) state and at least 3 otherwise. If the 

alignment lacked an all-A state, this state was added artificially as an outgroup. Next, trees were built 

upon the selected A-I sites treated as polymorphisms by the maximum-likelihood algorithm 

implemented in the IQ-TREE package (Nguyen et al. 2015).  The All-A states were used as outgroups. 

Quasi-ancestral states representing editing intermediates were reconstructed with the TreeTime 

package (Sagulenko, Puller, and Neher 2018). To control for the quality of the tree reconstruction, we 

additionally filtered out 13% of the constructed trees where I-to-A substitutions were identified, as the 

A-to-I editing is irreversible. 
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An editing path is defined as the sequence of editing events that occur when travelling from 

the root (all-A sequence) to the leaves of the tree. Additionally, the weight of each A-to-I substitution 

event was defined as the number of reads representing descendants of this event. The weight of a path 

was then defined as the weight of the corresponding terminal leaf, which corresponded to the number 

of reads in one specific editing state. In other words, the weight of an editing path is the minimal 

weight of an event in this path and represents the number of edited reads that emerged as a consequence 

of a specific path of editing events. To obtain the resulting ensemble of editing paths, we pooled the 

constructed paths with corresponding weights. The resulting ensemble consisted of 1529 different 

editing paths with the total weight of 51326. 

4.2.9. Statistics 

The tendency of editing states to co-occur on the transcripts and correlations between the 

editing levels at pairs of sites were assessed with the Pearson’s correlation (Pearson 1895). The 

confidence intervals and the significance of each correlation coefficient were inferred using the t-test 

with the Bonferroni correction (Bonferroni 1936) for multiple testing. The distributions of S values 

were compared using the two-sample Kolmogorov-Smirnov test (Kolmogorov 1933). Editing levels, 

the distributions of correlation coefficients, and the distributions of structural potential Z-scores were 

compared with the Mann-Whitney U test (Mann and Whitney 1947). The editing levels at upstream 

and downstream editing sites were compared with the Wilcoxon’s signed-rank test (Wilcoxon 1945). 

The grouping of S values with respect to the differences in correlations between edited states 

on transcripts was performed using the Mann-Whitney U test: for each pair of correlation arrays 

corresponding to different S value ranges, the Mann-Whitney statistic was calculated, and groups of S 

value ranges were further defined as the groups of sequential ranges differing insignificantly from each 

other. 
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4.2.10. Code availability  

All data analyses were performed in Python 3.7. Scripts and data analysis protocols are 

available online at https://github.com/mikemoldovan/coleoidRNAediting2. 

4.3. Results 

4.3.1. Correlated editing 

In model metazoan species, editing may be correlated if the sites are located sufficiently close 

to each other (Duan et al. 2018). The unusually large numbers of coleoid editing sites allowed us to 

assess the interplay between co-occurrences of editing states and the distances between editing sites at 

the single-nucleotide resolution. In our study, we used the available trascriptomes and editing site sets 

for four coleoids — two octopuses Octopus vulgaris and O. bimaculoides, Sepia esculenta (cuttlefish), 

and Loligo pealei (squid) (Liscovitch-Brauer et al. 2017). We used raw RNAseq data (Supplementary 

Table S1) to calculate the correlation of edited states for each pair of editing sites separated by at most 

the distance equal to read lengths in our dataset (~100–150 nt) (Supplementary Table S1). The 

correlation coefficients for a pair of edited adenines Ei and Ej given the RNAseq read mapping to 

transcripts is defined as in (Duan et al. 2018) (Fig. 6A, Supplementary Figures S11, S12): 𝑟"𝐸" , 𝐸#% =

	(𝑓",#::𝑓",#;; −	𝑓",#:;𝑓",#;:) O𝑓":𝑓";𝑓#:𝑓#;; , where 𝑓",#
$!$" are frequencies of co-occurrences of observed 

nucleotides 𝑁' and 𝑁( (A or I/G) at positions i and j in the RNAseq read data, and 𝑓"$ are frequencies 

of nucleotide N in the read mapping data at position i. We compared the distributions of 𝑟"𝐸" , 𝐸#% for 

different inter-site distances, which we refer to as the S values, S defined as j – i (Fig. 6A). The 

correlations were on average higher for immediately adjacent sites, with mean 𝑟"𝐸" , 𝐸#% values further 

decreasing with the increase of the S distance, consistent with observations in Duan et al., 2018. 

The editing level (EL) of an A-to-I editing site is defined as the percentage of mapped reads in 

a sample containing inosine (read as guanine) at the considered site. As the editing levels of most sites 
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are rather low (<10%), one could speculate that the bulk of associations is lost in the above analyses 

due to missed low-EL sites that could not be retrieved from the data (Eggington, Greene, and Bass 

2011). Indeed, if we consider sites with EL≥5% (Supplementary Figure S12a), the average 𝑟"𝐸" , 𝐸#% 

values increase almost twofold, reaching 0.43 for S=1. To check whether higher 𝑟"𝐸" , 𝐸#% values are 

not simply a property of efficiently edited sites, we calculated the 𝑟"𝐸" , 𝐸#% distributions for sites with 

the EL≥10% and obtained only slightly larger 𝑟"𝐸" , 𝐸#% values, as compared to sites with EL≥5% 

(Supplementary Figure S12b). Thus, the association between the A-to-I editing events is indeed strong, 

especially for adjacently located editing sites. 

To check whether the editing state co-occurrence manifests as similarities between ELs, we 

assessed the correlations between the ELs at individual sites for a series of S values (Fig. 6B, 

Supplementary Figure S13). For immediately adjacent editing sites (S=1), this correlation turned out 

to be on average twofold larger than for any other S (p<0.001, the t–test). If adjacent sites are not 

considered, the correlations in ELs only slightly depend on S, being significant (p<0.05, the t–test) 

even for quite distantly located sites (S>500). Non-zero EL correlations at very large distances may be 

explained by some transcripts being edited to a higher overall degree than other transcripts. An 

alternative explanation is as follows. The general variance of ELs in the transcriptome may be 

decomposed into two summands: the between-transcript variance and the within-transcript variance, 

the former being the variance of the mean EL values in transcripts, and the latter being the variance of 

the deviations of ELs from the means in each transcript. If the between-transcript variance is non-zero 

due to, e.g. low average numbers of editing sites per transcript yielding the estimates of means with 

high variance, we would observe a baseline correlation for any S value, which is simply not defined 

for sites located in different transcripts. 

In theory, correlated editing at different sites may enhance the transcriptome diversity defined 

as the number of possible states with respect to editing. So if there is one editing site, which can be 

either in inosine or adenine state, this number would be 2, if there are two sites – 4, etc.. (Barak et al. 
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2009). Here, the increase in transcriptome diversity due to correlated editing may seem 

counterintuitive, as dependencies in editing events should generally decrease the possible numbers of 

transcript variants in a given cell. However, the number of possible transcriptome states in coleoids 

even under complete linkage of editing events is still astronomically large, and thus hardly represents 

a bottleneck of transcriptome diversity: on average, about 8000 coleoid genes are edited, which yields 

28000, or 102408 transcriptome states.  

An alternative approach here could be to assess the variance in transcriptome and proteome 

generated by editing. If we, following the definition of between-site correlation, define the variance in 

an editing site i as 𝑓":𝑓"; and the covariance between two sites i and j as 𝑓",#::𝑓",#;; −	𝑓",#:;𝑓",#;:, we can 

calculate the net variance generated by editing to be up to 111 in transcriptomes and up to 92 in 

proteomes (Supplementary Table S2). In the context of populations, such variance can be generated 

by 888 and 736 two-allele polymorphisms with minor allele frequencies of 0.5 without dominance, 

which is quite a lot. Moreover, we find almost half of this variance to be explained by correlated editing 

at pairs of sites, namely, up to 46.3% of the transcriptome variance and up to 46.5% of the proteome 

variance due to non-synonimous editing. These percentages likely represent lower bounds, as 

covariances incorporated in this analysis have had to satisfy stringent statistical criteria, otherwise they 

have been set to zero (see 4.2. Methods).  
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Figure 6 | Correlations between various properties of editing sites. (A) Distributions of correlation 

coefficients of O. vulgaris editing (r) at two sites with respect to the distances between sites (S). Boxes 

represent quartiles, red circles represent the means and the grey lines (whiskers) indicate 95% two-

sided confidence intervals of distributions. (B) Dependence of correlations of ELs on the S distance, 

O. vulgaris dataset. Red circles mark values of correlation coefficients and grey lines represent 

Bonferroni corrected 95% two-sided confidence intervals obtained from the t-distribution. 

4.3.2. Dense editing site clusters (adjacent adenines)  

Notably, the correlation between ELs is by far the highest for immediately adjacent editing 

sites with S=1 (Fig. 6B). We consider these sites separately and refer to them as dense editing site 

clusters (DCs) in the general case, and as paired editing sites if there are only two adenines per cluster. 

The observed enhanced positive correlation of editing site co-occurrence for dense clusters (Fig. 6) 

hints at editing at a focal site being dependent on editing at the immediately adjacent adenine. This 

could lead to overrepresentation of DCs in the coleoid transcriptomes. 

To check whether DCs are indeed overrepresented, we calculated the numbers of sites in DCs 

separately for each DC size across the coleoid transcriptomes (Fig. 7A, Supplementary Figure S14). 

As controls, we randomly selected adenines with and without regard to the local trinucleotide context 

(see Methods). The results obtained for the two control sets did not differ (Supplementary Figure S14) 
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and the results obtained for multiple permutation rounds did not differ (permutation p < 10-3, 

Supplementary Figure S32). For all DC sizes, which ranged from two to eight consecutive adenines, 

the site count in the real datasets was larger than that in the control datasets, the effect being stronger 

for DCs with larger numbers of adenines (Fig. 7A, Supplementary Figure S14A, Supplementary Figure 

S15). 

Given the observed stronger association of editing at heavily edited adenines compared to that 

of weakly edited ones (Fig. 6A, Supplementary Figure S12), one would expect enhanced editing levels 

of adenines in DCs. However, the enhanced levels of editing at clustered sites should also be taken 

into account. Thus, following Duan et al., 2018, we have divided editing sites into clustered sites with 

the between-site distance smaller than 100nt and individual sites, for which no editing is observed in 

the 100nt vicinity. To disentangle effects on editing conveyed by <100nt proximity and by location of 

sites in DCs, we further divided the set of clustered adenines into editing sites located in DCs and non-

DC clustered sites, and compared the distributions of ELs in all three resulting categories of sites (Fig. 

7B). The average ELs of sites in DCs were up to 1.67-fold larger than those of individual sites 

(p<2.4×10–7, the Mann–Whitney U–test) and up to 1.59-fold larger than average ELs of non-DC 

clustered sites (p<9.8×10–201, the Mann–Whitney U–test).  Accordingly, the fraction of heavily edited 

sites (EL > 50%) in DCs is up to 3.42-fold larger than that in individual sites (p<1.96×10–45, the χ2 

contingency test) and up to 2-fold larger than in non-DC clustered sites (p<2.26×10–6, the χ2 

contingency test). Interestingly, we did not observe consistently significant differences between ELs 

at individual vs. non-DC clustered sites, which shows that the effects of clustering on EL observed by 

Duan et al. are largely conferred by densely clustered sites. However, non-DC clustered sites differ 

from individual ones when the fraction of heavily edited sites is considered, which is up to 1.65-fold 

higher in non-DC clustered sites (p<1.7×10–4, the χ2 contingency test). 

 



 104 

 

Figure 7 | Properties of densely clustered A-to-I editing sites. (A) Histogram of dense cluster 

sizes (nt) for the real O. vulgaris editing site dataset (red) and a matching random dataset (grey). (B) 

Comparison of editing levels in densely clustered (S=1, red and blue filled boxes), not densely 

clustered (1<S<100, white boxes) sites, and individual sites (S≥100, grey-filled boxes). Three 

asterisks mark statistical significance of the differences in means (p < 0.001, the Mann–Whitney U–

test). 

4.3.3. Medium-range clusters of editing sites 

Previous studies and the observed correlations in the editing state co-occurrence for S values 

larger than 1 (Fig. 6A) hint that A-to-I editing sites may cluster not only in the form of DCs (Morse, 

Aruscavage, and Bass 2002; Liscovitch-Brauer et al. 2017; Nishikura et al. 1991; Morse and Bass 

1999; Duan et al. 2018; Kallman 2003). Thus, we checked how the distance to the nearest editing site 

affects the probability of adenine editing (Fig. 8A). We introduce the measure S* defined as the 

distance between two edited adenines such that no other edited adenine is located between them, and 

consider the deviation of the observed S* distribution from the expected one (Fig. 8A, Supplementary 

Figure S14B). The expected distributions were calculated on randomly generated datasets described 

above. For all considered coleoid species, the observed and expected S* distributions differ 

significantly only for windows of up to 18 nucleotides (p<0.01, the χ2 test with the Bonferroni 

correction), thus suggesting a direct dependence of editing events within the 18nt distance. 
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As noted above, A-to-I editing requires secondary RNA structures to be formed around the 

edited adenine (Reenan 2005; Morse, Aruscavage, and Bass 2002; Nishikura 2010; Moldovan et al. 

2020; Nishikura et al. 1991; Levanon and Eisenberg 2015; Athanasiadis, Rich, and Maas 2004; 

Kallman 2003). Hence, the observed clustering of editing sites may be explained by common RNA 

structures at clustered sites. Thus, we have assessed the average size of a local secondary RNA 

structure by analyzing average base pairing probabilities of nucleotides around editing sites (Fig. 8B). 

To control for the accuracy of our predictions of RNA structures around editing sites, we checked for 

the presence of a well-known effect, where edited adenines tend to form A-C mismatches in RNA 

double helices more than their non-edited counterparts (Morse, Aruscavage, and Bass 2002; Morse 

and Bass 1999; Wong, Sato, and Lazinski 2001; Kallman 2003). Indeed, this effect was substantial 

(Supplementary Figure S16) and highly significant (p=5.1×10-34, Fischer’s exact test). 

The average RNA structure size for each coleoid species is determined as the average width of 

peak in pairing probabilities of nucleotides centered at editing sites; the peak is defined at the region 

where the average base-pairing probabilities are greater than those of nucleotides distant from editing 

sites. So defined peaks for all four considered coleoid species fall in the range 32–45 nt, which is 

consistent with the above estimate of the distance at which an edited adenine influences the probability 

of editing of a neighboring adenine, which is 2×18 nt = 36 nt (Fig. 8A). Thus, the correlated editing of 

adenines located sufficiently close to each other indeed may be caused by common local secondary 

RNA structures. Moreover, as there is a higher probability of editing of adenines located in the vicinity 

of editing sites, editing sites should cluster along the transcript, forming what we call medium-range 

editing site clusters. 

The result about editing sites being less likely involved in secondary RNA structures (Fig. 8B) 

seemingly contradicts earlier observations that these sites tend to reside within structured regions 

(Morse, Aruscavage, and Bass 2002; Moldovan et al. 2020; Morse and Bass 1999; Levanon and 

Eisenberg 2015; Athanasiadis, Rich, and Maas 2004; Kallman 2003). This controversy was resolved 
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by nucleotide-resolution structural analysis of regions around editing sites. For each edited adenine we 

sampled the nearest non-edited adenine as a control and assessed the site and control base-pairing 

probabilities (Supplementary Figure S17). The base-pairing probability of control sites turned out to 

be larger than that of editing sites, the effect being stronger for sites with large ELs (Supplementary 

Figure S17A). Moreover, the energy of the local secondary RNA structure was lower for editing sites 

compared to that of control ones (Supplementary Figure S17B), confirming that the RNA structure 

around editing sites is more stable on average than that at the editing sites themselves. The observed 

pattern suggests that editing sites generally tend to reside in loops or bulges, i.e. in non-paired regions 

surrounded by stable helices and are also likely to form A-C mismatches. 

 

  

Figure 8 | Properties of medium-range clusters of editing sites. (A) Deviation of the editing 

probabilities of adenines located near editing sites (q(E)) from the respective expected probabilities 

(q0(E)) as dependent on the S* values. The colored stripes in the lower left corner represent the S* 

value ranges on which q(E) are significantly higher than q0(E) (p < 0.01, the χ2 contingency test, 

Bonferroni corrected) (B) Average base-pairing probabilities in the regions centered at editing sites in 

four coleoid species. The gray stripe marks the base pairing probability range in regions distant from 

editing sites (>200 nt), considered as noise. The values above the noise (the central peak) describe the 

putative average RNA structure around editing sites; the width of the peak is the average size of the 
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structure. The dip in the middle is caused by generally low base-pairing probabilities of edited 

adenines. 

4.3.4. Long-range clusters of editing sites 

Earlier studies of coleoid editing sites demonstrated relatively higher sequence conservation in 

intervals of ±100–200 nt relative to conserved editing sites (Liscovitch-Brauer et al. 2017) and a 

correlation between differences in the editing levels at homologous sites and the number of mismatches 

in the ±100 nt region (Moldovan et al. 2020). These two consistent estimates indicate that editing at 

focal sites depends on ±100–200nt context, which exceeds the size of medium-range cluster sizes, 

established above as of 32–45 nt (Fig. 8). 

Medium-range clusters have been identified by probability measures. A complementary 

approach is the comparison of real and expected S values, S being the distance (in nucleotides) between 

two edited adenines located in a single transcript, regardless of other possible editing sites between 

them. As with dense and medium-range clusters, the null models for S values were derived from 

random sets of adenines with the per-transcript number of editing sites preserved and with the tri-

nucleotide context preserved (see Materials and Methods). We have observed that the distribution of 

distances, S, calculated for known coleoid editing site sets is bimodal with a high and distinct peak at 

1, reflecting overrepresentation of edited adenines in dense clusters (Fig. 9A, red curve, Supplementary 

Figures S14C, S18). Having calculated distances S using the randomized set of adenines, we have 

observed strong and highly significant differences between the real and control S distributions (p < 

2.2×10–308, the Kolmogorov–Smirnov test, Fig. 9A). At that, the differences are limited to distances S 

smaller than approx. 100–200 nt (Fig. 9, Supplementary Figure S17), consistent with the earlier 

observations mentioned above (Liscovitch-Brauer et al. 2017; Moldovan et al. 2020), and yields long-

range editing site clusters at the scale of 200–400 nt. 

To understand the mechanisms yielding long-range clusters, we applied a relaxed definition of 

RNA structure spanning over a pair of edited adenines. We considered pairs of adenines brought close 
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to each other in space by secondary RNA structure (see Methods). As a control, we considered pairs 

of sites such that no secondary RNA structure could be identified between them (Fig. 9B, 

Supplementary Figure S19). As a measure of co-operativity of editing, we employed the formula: 

𝑟!"𝐴" , 𝐴#% = 	𝑓",#;; (𝑓";𝑓#;); , where 𝑓",#;; is the frequency of co-editing at a pair of sites i and j, and  𝑓"; and 

𝑓#; are the individual frequencies of editing at the respective sites. Editing sites brought close by 

secondary RNA structures were generally more co-operative (p=7.8×10–7, the Mann-Whitney U-test) 

than the control sites, with the sites at distances 4–16 nt and 128–256 nt exhibiting significant increase 

in co-operativity when brought close by secondary RNA structure (p<0.05, the Mann-Whitney U-test 

with the Bonferroni correction for binning) (Fig. 9B, Supplementary Figure S19). This result indicates 

the effects on co-operativity at characteristic long-range cluster sizes to be brought about by secondary 

RNA structures. These structures could be expected to be rather weak on average, as the structural 

potentials of nucleotides at distances from editing sites larger than 36 are indistinguishable from noise 

(Fig. 8B). 
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Figure 9 | Long-range editing site clusters. (A) Distribution of S distances for O. vulgaris. The real 

editing site set (red histogram) vs. randomly selected adenines (grey histogram), see the text for details. 

The red line is the plot of dependence between the real and the randomly obtained S values in arrays 

sorted by the distance S. The grey diagonal represents the expected dependence form y=x. Grey stripes 

represent the boundary of the possible span of regions affecting editing sites (Liscovitch-Brauer et al. 

2017; Moldovan et al. 2020). PDF – probability density function. (B) Distributions of the 𝑟!"𝐴" , 𝐴#% 

values calculated for the structurally close editing sites (red boxes) and for the control site pairs with 

no predicted secondary RNA structure between the sites in a pair (grey boxes) (see the text for details). 

Asterisks mark statistical significance of differences of means calculated using the Mann-Whitney U-

test with the Bonferroni correction for binning. Two asterisks indicate p<0.01; one asterisk, p<0.05, 

NS, not significant. 

4.3.5. Directionality of editing  

As noted above, the strongest association in terms of EL or the co-occurrence of edited states 

is observed for adjacent editing sites (S=1) (Fig. 6AB), with the two-adenine (AA) clusters comprising 

the vast majority of dense clusters (Fig. 7A). The observed effects may be due to co-operativity of 

editing, so that, if an adenine is edited, this would enhance the editing context for an adjacent adenine. 
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The editing context is asymmetric (Fig. 5B), hence we expect probabilities of editing of adenines 

located immediately up- and downstream from an editing site to differ. Moreover, the contextual 

features of editing sites were hypothesized to yield AI rather than IA as the preferred intermediate to 

the II dinucleotide in paired editing events, and consequently more AI-reads were observed in paired 

editing sites of coleoids (Duan et al. 2018). Indeed, the ELs at downstream sites are on average 4–6% 

higher than those of the upstream ones (p<1.5×10–80, the Wilcoxon signed-rank test) and this result 

does not depend on the position of the AA-cluster relative to the reading frame of the coding sequence 

(Fig. 10A, Supplementary Figure S20). Thus, the dynamics of editing of AA-clusters manifests as 

general differences in ELs at the up- and downstream adenines in DCs. 

Re-coding (non-synonymous) A-to-I editing in coleoids might be beneficial, as it diversifies 

the proteome and, consequently, allows for appropriate phenotypic and evolutionary responses to 

novel environments (Liscovitch-Brauer et al. 2017; Eisenberg and Levanon 2018; Shoshan et al. 2021; 

Moldovan et al. 2020; Popitsch et al. 2020). In line with this reasoning coupled with the observation 

that downstream sites in AA-clusters were more prone to editing, we compared the fraction of sites 

with non-synonymous A-to-G substitutions among up- and downstream adenines in AA-clusters (Fig. 

10B), where both adenines were edited, with the corresponding fractions in AA dinucleotides, where 

both adenines were not edited. The probabilities of the downstream sites to be re-coding was higher 

than those for the upstream sites (p<3×10–6, the binomial test) even accounting for differences in the 

probabilities of editing in AA dinucleotides.  

The differences between ELs and the fractions of re-coding sites of up- and downstream paired 

edited adenines may be also explained by features of the local secondary RNA structure required for 

the ADAR action (Reenan 2005). We assessed the latter explanation by calculating the probabilities 

of each nucleotide to be involved in secondary RNA structures, which we refer to as the base-pairing 

probabilities (see Methods). For each paired editing site (EE-site), we considered the base-pairing 

probabilities of up- and downstream editing sites separately. As controls, we considered three sets of 
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AA dinucleotides located within ±20 nt windows around EE-sites: (i) pairs of non-edited adenines 

(AA-sites), (ii) downstream-edited and upstream-unedited adenines (AE-sites), and (iii) upstream-

edited and downstream-unedited adenines (EA-sites). If none of the controls could be obtained for an 

EE-site, it was not considered further (Fig. 10C, Supplementary Tables S3, S4). As in the case with 

EE-sites, we considered base-pairing probabilities in control dinucleotides separately for up- and 

downstream nucleotides. 

Firstly, we observed the base-pairing probabilities of downstream adenines in EE-sites to be 

significantly lower than those of upstream adenines (Wilcoxon p < 2.6×10–39). The dependency of 

base-pairing probabilities on the adenine position in a dinucleotide extends to the comparison of base-

pairing probabilities of EE-sites with those of control dinucleotides (Fig. 10C, Supplementary Tables 

S3, S4), where the downstream adenine seems to be generally less structured than the upstream 

adenine. Additionally, positions of editing sites in the control sets largely and consistently affect the 

results: AE-sites are generally more structured than EA-sites (Fig. 10C). Thus, the downstream 

adenines in EE-sites are edited more frequently, are more likely to be re-coding if edited, and are less 

likely to be involved in secondary RNA structure. 

These results suggest that editing at downstream sites is the primary event in DC editing, which 

may be followed by editing at upstream sites. To check this hypothesis, we reconstructed the temporal 

sequences of editing events in O. vulgaris transcriptome using an approach similar to the one of Barak 

et al., 2009 (see Methods). For coupled editing sites, we observed a significant tendency for the 

downstream sites to be edited prior to the upstream ones (Wilcoxon p = 3.8×10–35). One possible 

explanation for that would be a general tendency of ADARs to edit firstly down- and then upstream 

sites located nearby. To check it, we considered paths of editing events, where the pairs of editing sites 

are separated by more than one nucleotide (S>1). As in the case with coupled editing sites, we observed 

a significantly larger number of paths where downstream adenines were edited prior to the upstream 

ones (Wilcoxon p = 1.4×10–96). Thus, at least to some extent, the directionality in DC editing is 
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explained by the general directionality of editing. However, this result does not rule out an alternative 

possibility that changes in the local context of upstream sites introduced by editing at downstream sites 

induce editing at upstream sites, as suggested by the established editing site context, where the 

preferential downstream nucleotide for an edited adenine is guanine (Fig. 5B). 

 

Figure 10 | Directionality of dense clusters. (A) Distributions of the differences in ELs between 

down- and upstream editing sites in two-adenine (AA) dense clusters. Three asterisks mark statistical 

significance of the differences in means (p<0.001, the χ2 contingency test). (B) Differences between 

the probabilities of down- and upstream editing sites to be non-synonymous. Three asterisks mark 

statistical significance of the differences in means (p<0.001, the binomial test). (C) Differences in 

base-pairing probabilities between paired editing sites (EE) and three types of control AA-

dinucleotides (see the text for details). Red color of a letter indicates the nucleotide in a dinucleotide, 

for which base-pairing probabilities are considered. Red and blue circles show significantly lower and 

higher base-pairing probabilities for the EE dinucleotide compared to the respective control (the 

Wilcoxon test p<0.05, Bonferroni corrected). 
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4.4. Discussion 

4.4.1. Cooperativity of RNA editing 

A-to-I editing sites in coleoid genomes tend to cluster. The strength of correlations in the 

editing state co-occurrence clearly depends on the distance between the sites. One explanation is 

provided by the common secondary RNA structure formed around closely located editing sites. 

However, the common RNA structures do not explain the inosine co-occurrence observed here (Fig. 

6A) and in other studies (Morse, Aruscavage, and Bass 2002; Liscovitch-Brauer et al. 2017; Morse 

and Bass 1999; Duan et al. 2018; Eisenberg and Levanon 2018; Athanasiadis, Rich, and Maas 2004; 

Kallman 2003). Indeed, suppose an adenine is edited due to the local RNA structural features. The 

local structure would generally enhance the probability of editing of adjacent adenines (Gommans, 

Mullen, and Maas 2009), however, editing at an adjacent site would not depend on the editing at the 

considered site, unless the RNA structure has changed due to the first act of editing. Thus, no 

correlations would be observed. This prompts for a dynamic explanation based on changes of editing 

probabilities near the focal site introduced by editing at that site. We consider the following two 

scenarios: (i) ADAR enzymatic action at adjacent editing sites is co-operative, manifesting as 

simultaneous adenine editing dependent on the linear distance between the edited adenines and (ii) 

inosine produced by editing at one site stabilizes the existing local secondary RNA structure or even 

causes RNA to fold in a different manner, hence enhancing the probabilities of editing at nearby 

adenines. 

The former explanation presumes that ADAR enzymes can edit multiple sites in a series of 

enzymatic acts, this ability being dependent on inter-site distances. This is indirectly supported by the 

fact that different ADAR subunits show enzymatic cooperativity for substrate binding (Valente and 

Nishikura 2007). Similar effects are observed e.g. in the case of co-operative phosphorylation of 

adjacent amino acids in proteins, where clusters of phosphorylated residues form due to the enzymatic 

features of phosphatases (Al-Khouri et al. 2005; Moldovan and Gelfand 2020; Schweiger and Linial 



 114 

2010). That, however, does not explain the prevailing editing state co-occurrence in the adjacent 

adenines, as two ADAR subunits may not physically edit two consecutive adenines simultaneously 

(Stefl et al. 2010). But there may be slippage of the ADAR RNA-binding domain on the RNA 

sequence, resulting in editing of the adjacent adenine. 

In the RNA-centered model, the seeming co-operativity of A-to-I editing of adjacent sites is 

attributed to the reinforcement of the local secondary RNA structure, which would increase the 

probabilities of editing at adjacent or closely positioned adenines. Inosines form base-pairs with 

cytosines, the I-C base pair being isosteric to, but slightly less stable than the G-C pair (Wright, Force, 

and Znosko 2018). Together with our observation about edited adenines forming frequent A-C 

mismatches in the local structure (Morse, Aruscavage, and Bass 2002; Morse and Bass 1999; Wong, 

Sato, and Lazinski 2001; Kallman 2003) (Supplementary Figure S16), this points to a possibility that 

editing at a focal site changes the local RNA structure pattern, reinforcing the propensity towards 

stronger secondary structure, and hence promotes editing at adenines in the vicinity. We could not test 

this explanation computationally due to insufficient data on structural features of inosines (Wright, 

Force, and Znosko 2018). 

The editing of coupled adenines seems to be consistent with the RNA-centered model and 

follow the scenario involving two factors: dynamics of the sequence context (Duan et al. 2018) and 

dynamics of the local RNA structure. First, the downstream adenine in a pair is edited due to the 

upstream adenine being the preferred context (Fig. 5B) and due to the larger accessibility to ADAR as 

a non-structured element in a secondary structure (Fig. 10C). As a result, the context of the upstream 

site changes to upstream I instead of A. At that, guanine, an analogue to inosine is the preferred 

downstream context for editing (Fig. 5B). Along with that, the local RNA structure may be reinforced, 

specifically due to inosine pairing with cytosine. These two factors may pave the way for editing of 

the upstream adenine. This scenario implies editing of the upstream adenine to be largely a mechanistic 

consequence of editing of the downstream adenine. While this scheme may not be true in all cases, we 
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observe downstream adenines to be more frequently re-coding and hence possibly more frequently 

selected upon than their upstream counterparts. Thus, in a large number of cases, editing of upstream 

adenines may indeed be guided by contextual and structural changes induced by the editing at 

downstream sites. However, this does not explain the phenomenon of directional editing in non-DC 

clusters, which may be a consequence of specific ADAR activities.  

4.4.2. The range of influence of editing sites  

Previous studies have established the linear lengths of RNA structures associated with A-to-I 

mRNA editing to be of various sizes ranging from rather short structures (Savva, Rieder, and Reenan 

2012) to complex formations spanning over large fragments of the transcript (Reenan 2005). In coleoid 

coding sequences, conserved regions around conserved editing sites span on average 100–200 nt in 

each direction (Liscovitch-Brauer et al. 2017). Accordingly, clustering of edited adenines obtained 

from the S value analysis and the analysis of structurally close edited adenines is observed at up 100–

200 nt and up to 256 nt, respectively (Fig. 6A). However, the analysis of adenine editing probabilities 

in the vicinity of edited sites (Supplementary Figure S12) and the analysis of base-pairing probabilities 

in the regions around edited adenines (Fig. 8C) have yielded different and consistent estimates of 36 

nt and 32–45 nt, respectively. This indicates a hierarchy in the cluster structure, with relatively large, 

diffuse clusters yielded possibly by weak secondary RNA structures associated with editing sites, 

which span up to 256 nt (Fig. 10). Smaller, however more stable structures spanning up to 45 nt yield 

the intermediate level of clustering (Fig. 9). Finally, the local features of RNA structure, e.g. loops, 

mismatches or bulges, confer the strongest association in terms of editing, which manifests as clusters 

of adjacent edited adenines (Fig. 6, Fig. 8C).  

One important limitation of our and other similar studies is that the existence of introns is 

largely ignored. Indeed, editing involves unspliced transcripts, whereas one cannot infer the editing 

state of intronic adenines from the sequenced mRNA data. However, according to the annotation 

(Albertin et al. 2015), an average adenine in the transcriptome is expected to be located in a 1467 nt 
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exon, which is at least several fold larger than the distances considered here; hence, our observations 

should not be affected by the exon-intron structure to a considerable extent. Indeed, the analysis of 

relaxed long-range structures that considers the longest distances (Fig. 9B) yields the same results 

when only exons are considered instead of transcripts (Supplementary Figure S19). Nonetheless, the 

lack of data on the exon-intron structures in coleoids may explain an apparent discrepancy between a 

typical cluster size and the observations of editing eQTLs (Kurmangaliyev, Ali, and Nuzhdin 2016) 

and RNA secondary structures (Reenan 2005) spanning thousands of nucleotides. A simpler 

alternative, of course, is that large-scale statistical studies may not detect rare and long-range effects. 
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Chapter 5. Phospho-islands and the evolution 
of phosphorylated amino acids in mammals 

This chapter describes our study “Phospho-islands and the evolution of phosphorylated amino 

acids in mammals” published in PeerJ in 2020. Authors: Moldovan, M., & Gelfand, M. S. 

Protein phosphorylation is the best studied post-translational modification strongly influencing 

protein function. Phosphorylated amino acids not only differ in physico-chemical properties from non-

phosphorylated counterparts, but also exhibit different evolutionary patterns, tending to mutate to and 

originate from negatively charged amino acids. The distribution of phosphosites along protein 

sequences is non-uniform, as phosphosites tend to cluster, forming so-called phospho-islands.  

Here, we have developed a hidden Markov model-based procedure for the identification of 

phospho-islands and studied the properties of the obtained phosphorylation clusters. To check 

robustness of evolutionary analysis, we consider different models for the reconstructions of ancestral 

phosphorylation states. 

Clustered phosphosites differ from individual phosphosites in several functional and 

evolutionary aspects including underrepresentation of phosphotyrosines, higher conservation, more 

frequent mutations to negatively charged amino acids.  The spectrum of tissues, frequencies of specific 

phosphorylation contexts, and mutational patterns observed near clustered sites also are different.  

5.1. Introduction 
Protein post-translational modifications (PTMs) are important for a living cell (Schweiger and 

Linial 2010a; Kurmangaliyev, Goland, and Gelfand 2011; Studer et al. 2016; Huang et al. 2018). By 

changing physico-chemical properties of proteins, PTMs affect their function, often introducing novel 

biological features (Pearlman, Serber, and Ferrell 2011). To date, hundreds of thousands of PTMs in 

various organisms have been identified and various databases containing information about PTMs have 

been compiled (Ptacek and Snyder 2006; Huang et al. 2018).  
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Protein phosphorylation is likely both the most common and the best studied PTM (Ptacek and 

Snyder 2006; Schweiger and Linial 2010; Huang et al. 2018). Phosphorylation introduces a negative 

charge and a large chemical group to the local protein structure, hence strongly affecting the protein 

conformation (Pearlman, Serber, and Ferrell 2011; Nishi, Shaytan, and Panchenko 2014). As a result, 

diverse cellular signaling pathways are based on sequential phosphorylation events (Moses and Landry 

2010; Pearlman, Serber, and Ferrell 2011; Ardito et al. 2017). In eukaryotes, phosphorylation sites 

(phosphosites) are mainly represented by serines, threonines, and tyrosines (which we here refer to as 

STY amonoacids), with only a minor fraction involving other amino acids, such as histidine (Fuhs and 

Hunter 2017; Huang et al. 2018). 

Phosphosites are overrepresented in intrinsically disordered regions (IDRs) of proteins, i.e. in 

regions devoid of tertiary structure, usually located on the surface of a protein globule (Iakoucheva 

2004). Hence, studies of the evolution of phosphosites have mainly concentrated on sites located in 

IDRs (Kurmangaliyev, Goland, and Gelfand 2011; Miao et al. 2018). In particular, it has been shown, 

that phosphosites tend to arise from negatively charged amino acids (NCAs) more frequently than their 

non-phosphorylated counterparts, and, in a number of cases, retain structural features initially 

maintained by NCAs (Kurmangaliyev, Goland, and Gelfand 2011; Miao et al. 2018). As 

phosphorylation is often highly conserved (Macek et al. 2008), experimental limitations on the number 

of model species with established phosphosites may be overcome in evolutionary studies by formally 

assigning phosphorylation labels to homologous sites (Kurmangaliyev, Goland, and Gelfand 2011; 

Huang et al. 2018). However, this approach requires a degree of caution when dealing with 

evolutionary trees of substantial depths, e.g. only a small fraction of yeast phosphosites are conserved 

between species separated by ~1400 My (million years), while about a half of phosphosites are 

conserved at a shorter time (~360 My) (Studer et al. 2016). At smaller distances, this method may be 

applied to infer some evolutionary properties of phosphosites, e. g. in Drosophila or in vertebrate 
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species, phosphosites tend to mutate to NCA (Kurmangaliyev, Goland, and Gelfand 2011; Miao et al. 

2018). 

Phosphorylation can be both a constitutive modification and a way to transiently modify the 

protein function (Landry et al. 2014). In the former case, the change of a phosphosite to NCA should 

not cause a significant fitness reduction, as physico-chemical properties are not strongly affected, 

whereas in the latter case a mutation would have dire consequences (Moses and Landry 2010; Landry 

et al. 2014). 

In proteins, phosphosites often form co-localized groups called phosphorylation islands or 

phosphorylation clusters, and about a half of phosphorylated serines and threonines are located in such 

clusters (Schweiger and Linial 2010b). While individual phosphosites function as simple switches, 

phospho-islands are phosphorylated in a cooperative manner, so that the probability of a 

phosphorylation event at a focal site strongly depends on the phosphorylation of adjacent sites, and 

when the number of phosphorylated amino acids exceeds a threshold, the cumulative negative charge 

of the phosphate groups introduces functionally significant changes to the protein structure (Landry et 

al. 2014). 

Accurate procedures for the identification of phosphosites and next-generation sequencing 

technologies yielded large numbers of well-annotated phosphosites (Altenhoff et al. 2018; Huang et 

al. 2018; The UniProt Consortium 2019) enabling us to develop an accurate automatic procedure for 

the identification of phosphosite clusters we call phospho-islands. We show that clustered 

phosphosites exhibit evolutionary properties distinct from those of individual phosphosites, in 

particular, an enhanced mutation rate to NCA and altered mutational patterns of amino acids in the 

phosphosite vicinity. Our study complements earlier observations on the general evolutionary patterns 

in phosphosites with the analysis of mutations in non-serine phosphosites and the demonstration of 

differences in the evolution of clustered and individual phosphorylated residues. 
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5.2. Methods 

5.2.1. Data 

 The phosphosite data for human, mouse and rat proteomes were downloaded from the iPTMnet 

database (Huang et al. 2018). The phosphorylation breadth values for the mouse dataset were obtained 

from Huttlin et al. 2010. Human, mouse and rat proteomes were obtained from the UniProt database 

(The UniProt Consortium 2019). Vertebrate orthologous gene groups (OGGs) for human and mouse 

proteomes were downloaded from the OMA database (Altenhoff et al. 2018). Then, all paralogous 

sequences and all non-mammalian sequences were excluded from the obtained OGGs.  

5.2.2. Alignments and Trees 

 We searched for homologous proteins in three proteomes with pairwise BLASTp alignments 

(Altschul et al. 1990). Pairs of proteins with highest scores were considered closest homologs. The 

information about closest homologs was subsequently used to predict phosphosites conserved between 

human and rat or human and mouse which we hereinafter refer to as HMR phosphosites. OGG were 

aligned by the ClustalO multiple protein alignment (Sievers et al. 2011) and, while the HMR 

phosphosites were identified based on Muscle pairwise protein alignments (Edgar 2004). The 

mammalian phylogenetic tree was obtained from Timetree (Kumar et al. 2017). 

5.2.3. Phosphorylation retention upon mutations 

 After the identification of homologous protein pairs in human/mouse and mouse/rat proteomes 

and the proteome alignment construction, we identified homologous phosphosites as homologous STY 

residues which were shown to be phosphorylated in both species. We have shown that phosphorylation 

is retained on S-T and T-S mutation by comparing two pairs of retention probabilities (Fig. 11C): p(pS-

pS) with p(pS-pT | S) and p(pT-pT) with p(pS-pT | T) (analogously for the phosphorylation of 

tyrosines), p(pX-pX) being defined as the fraction of X amino acids phosphorylated in both considered 

species: 
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𝑝(𝑝𝑋 − 𝑝𝑋) = 	
#(𝑝𝑋 − 𝑝𝑋)

#(𝑝𝑋 − 𝑝𝑋) + #(𝑝𝑋 − 𝑋) 

 

and p(pX1-pX2), as the fraction of phosphorylated X1 residues in one species given that in another 

species another amino acid residue (X2) is also phosphorylated: 

 

𝑝(𝑝𝑋' − 	𝑝𝑋(|𝑋') = 	
#(𝑝𝑋' − 	𝑝𝑋()

#(𝑝𝑋' − 	𝑝𝑋() + #(𝑝𝑋' − 𝑋()
 

 

𝑝(𝑝𝑋' − 	𝑝𝑋(|𝑋() = 	
#(𝑝𝑋' − 	𝑝𝑋()

#(𝑝𝑋' − 	𝑝𝑋() + #(𝑋' − 𝑝𝑋()
 

  

Homologous phosphosite lists from the human/mouse and human/rat pairs were merged to produce 

HMR phosphosite list of human phosphosites. 

5.2.4. False-positive rates of phosphorylation identification by homologous 
propagation 

 We assessed the quality of the phosphorylation prediction via homologous propagation 

approaches by counting false-positive rates of phosphosite predictions in species with large 

phosphosite lists. As the numbers of predicted phosphosites drastically differed between species 

(Huang et al. 2018), we considered multiway predictions in each case as characteristics of the 

procedure performance. Hence, considering mouse phosphosites predicted by homology with known 

human phosphosites, we also considered human phosphosites predicted based on known mouse 

phosphosites. The false-positive rate was assessed as the proportion of incorrectly predicted 

phosphosites among the STY amino acids in one species homologous to phosphosite positions in other 

considered species. 
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 When assessing the quality of phosphosite predictions based on phosphosites experimentally 

identified in at least two species, we considered human, mouse and rat and the lists of phosphosites 

homologous between human and mouse and between human and rat. In these cases, predictions were 

made for rat and mouse, respectively with the false-positive rate assessed by the same approach as in 

the previous case. 

5.2.5. Mutation matrices 

 To obtain single amino acid mutation matrices, we first reconstructed ancestral states with the 

PAML software (Yang 2007). For the reconstruction, we used OGG alignments which did not contain 

paralogs and pruned mammalian trees retaining only organisms contributing to corresponding OGG 

alignments. The alignment of both extant and reconstructed ancestral sequences and the corresponding 

trees were then used to construct mutation matrices, where we distinguished the phosphorylated and 

non-phosphorylated states of STY amino acids. Here, the phosphorylation state was assigned to STY 

amino acids using the phosphorylation propagation approach described above. When calculating the 

mutation matrix, we did not count mutations predicted to happen on branches leading from the root to 

first-order nodes, as PAML did not reconstruct them well without an outgroup (Koshi and Goldstein 

1996; Yang 2007). Tree pruning and calculating the mutation matrix count were implemented in ad 

hoc python scripts using functions from the ete3 python module. 

5.2.6. Disordered regions and identification of phospho-islands  

 Intrinsically disordered protein regions (IDRs) are defined here, following (Xue et al. 2010), 

as regions of proteins lacking stable and well-defined three-dimensional structure. IDRs were 

predicted with the PONDR VSL2 software with default parameters (Xue et al. 2010). This algorithm 

was selected, firstly, as one of the best IDR predictors yielding results highly consistent with other top-

IDR predictors (Peng and Kurgan 2012; Zhou et al. 2020), and, secondly, as the one efficiently 

predicting long IDRs,  (Peng and Kurgan 2012), which is essential for the present study. 
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Phosphorylated amino acids were divided into those located in predicted IDRs and those 

located in ordered regions (ORs). On the HMR set construction, phosphosites with conflicting IDR/OR 

labels were excluded from the analysis. In the analyses of separate IDR/OR mutations, we considered 

IDR and OR labels of amino acids to be conserved along the mammalian tree and hence inferred the 

remaining extant and ancestral IDR/OR states from homology with both mouse and human ORs and 

IDRs. We consider the premise of conserved mammalian IDRs justified here, as it is known that 

protein tertiary structure elements, including IDRs, are evolving slowly (Chen et al. 2006; Toth-

Petroczy et al. 2008). 

Phospho-islands were identified by a hidden Markov model (HMM) built upon the 

distributions of distances between clustered and individual phosphosites. For that, the most likely 

clustered/individual phosphosite assignments were obtained with the Viterbi algorithm that is 

guaranteed to maximize the posterior probability (Viterbi 1967). The emission probabilities for the 

HMM were obtained as the ratio of density values in the decomposition of the distribution of amino 

acid distances between adjacent phosphosites in IDRs, S (the likelihood ratio normalized to 1) (Fig. 

12a). To select the optimal transitional probability values, we performed a stability check by analyzing 

the dependence of the fraction of clustered phosphosites on the transitional probability values (Suppl. 

Fig. S21). The percentages of clustered phosphosites turned out to be extremely stable with respect to 

transitional probability values if the latter were smaller than 0.3. Hence, the transitional probabilities 

were set to 0.2 (Fig. 12b). 

5.2.7. Phosphosite contexts 

 We employed the list of phosphosite contexts as well as the binary decision-tree procedure to 

define the context of a given phosphosite from Villén et al. 2007. The procedure is as follows. (i) 

Proline context is assigned if there is a proline at position +1 relative to the phosphosite. (ii) Acidic 

context is assigned if there are five or six E/D amino acids at positions +1 to +6 relative to the 

phosphosite. (iii) Basic context is assigned if there is a R/K amino acid at position –3. (iv) Acidic 
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context is assigned if there are D/E amino acids at any of positions +1, +2 or +3. (v) Basic context is 

assigned if there are at least two R/K amino acids at positions –6 to –1. Otherwise, no context is 

assigned and we denote this as the “O” (other) context. We consider tyrosine phosphosites separately 

and formally assign the with the “Y” (tyrosine) context. 

5.2.8. Local mutation matrices 

 We computed local substitution matrices (LSMs) as the substitution matrices for amino acids 

located within a frame with the radius k centered at a phosphorylated serine or threonine. When 

computing LSMs, we did not count mutations of or resulting in STY amino acids to exclude the effects 

introduced by the presence and abundance of phospho-islands. We have set k to 1, 3, 5, and 7 and 

selected 3 as for this value we observed the strongest effect, that is, obtained the largest number of 

mutations with frequencies statistically different from those for non-phosphorylated serines and 

threonines. 

5.2.9. Statistics 

 When comparing frequencies, we used the χ2 test if all values in the contingency matrix 

exceeded 20 and Fisher's exact test otherwise. To correct for multiple testing, we used the Bonferroni 

correction (Bonferroni 1936) with the scaling factor set to 17 for the substitution vector comparison 

and to 17×17 for the comparison of substitution matrices with excluded STY amino acids. 95% two-

tailed confidence intervals shown in figures were computed by the χ2 or Fisher's exact test. The 

significance of obtained Pearson's correlation coefficients was assessed with the F-statistic. 

5.2.10. Code availability 

 Ad hoc scripts were written in Python. Graphs were built using R. All scripts and data analysis 

protocols are available online at https://github.com/mikemoldovan/phosphosites. 
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5.3. Results 

5.3.1. Conserved phosphosites 

As protein phosphorylation in a vast majority of organisms has not been studied or has been 

studied rather poorly (Huang et al. 2018), the evolutionary analyses of phosphosites typically rely on 

the assumption of absolute conservation of the phosphorylation label assigned to STY amino acids on 

a considered tree (Kurmangaliyev, Goland, and Gelfand 2011; Miao et al. 2018). Thus, if, for instance, 

a serine is phosphorylated in human, we, following this approach, would consider any mutation in the 

homologous position of the type S-to-X to be a mutation of a phosphorylated serine to amino acid X 

(Fig. 11B). However, the comprehensive analysis of yeast phosphosites has shown low conservation 

of the phosphorylation label at the timescales of the order 100 My and more (Studer et al. 2016). Thus, 

we have considered only orthologous groups of mammalian proteins, present in the OMA database 

(Altenhoff et al. 2018). The mammalian phylogenetic tree is about 177 My deep (Kumar et al. 2017), 

which corresponds to about 50% of the phosphorylation loss in the 182 My-deep yeast Saccharomyces-

Lachancea evolutionary path (Studer et al. 2016). The tree contains three organisms with well-studied 

phosphoproteomes: human (227834 sites), mouse (92943 sites), and rat (24466 sites) (Huang et al. 

2018) (Fig. 11A). 

 Still, the expected 50% of mispredicted phosphosites could render an accurate evolutionary 

analysis impossible. This could be partially offset by considering phosphosites conserved in well-

studied lineages. Thus, we compiled a set of human phosphosites homologous to residues 

phosphorylated also in mouse and/or rat, which we will further refer to as human-mouse/rat (HMR) 

phosphosites. The HMR set consists of 53437 sites covering 54.6% and 61.2% of known mouse and 

rat phosphosites, respectively, which is consistent with the above-mentioned observation about 50% 

phosphorylation loss in yeast on evolutionary distances similar to the ones between the human and 

rodent lineages (Fig. 11ab). 
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We consider the sites predicted by homology with the HMR set to be enriched in accurately 

identified phosphosites, as retaining only conserved phosphosites we substantially reduce the number 

of mispredictions. If we simply propagated human phosphorylation labels to mouse and vice versa we 

would get about 77.6% and 42.3% of false positive labels, respectively. However, sites conserved 

between human and rat or sites conserved between rat and mouse would yield about twofold lesser 

percentages of 41.9% and 19.9% of false positives in mouse and human, respectively. The obtained 

percentages can be considered as upper estimates of false positive rates, as current experimental 

phosphosite coverage in mammals cannot guarantee the identification of all conserved phosphosites 

(Huang et al. 2018). Thus, the HMR dataset is sufficiently robust for the prediction of phosphorylation 

labels in less-studied mammalian lineages. 

Treatment of STY amino acids homologous to phosphorylated ones as phosphorylated yields 

another possible caveat, stemming from the possible loss of phosphorylation upon STY-to-STY 

mutations. To assess this effect, we compared the probabilities of phosphosite retention upon pSTY-

to-STY mutation, pSTY indicating the phosphorylated state, and the respective probabilities in the 

situation when a mutation has not occurred for a pair of species with well-established phosphosite lists, 

i.e. human and mouse (Fig. 11C). We have observed only a minor, insignificant decrease of the 

probabilities of the phosphorylation retention in the cases of pS-pT and pS-pY mismatches relative to 

the pT-pT states in mouse and human, indicating the general conservation of the phosphorylation label 

upon amino acid substitution. An interesting observation here is that the pS-pS states appear to be the 

most conserved ones (Fig. 11C). Taken together, these results indicate the evolutionary stability of 

phosphorylation states upon mutation. 

The increased evolutionary robustness of the pS state relative to the pT and pY states should 

manifest as overrepresentation of phosphoserines among phosphosites with respect to non-

phosphorylated amino acid positions. Thus, we assessed the relative abundancies of pSTY amino acids 

in the HMR dataset relative to the established human phosphosite set and to the set of non-
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phosphorylated STY amino acids. Serines and threonines, comprising the vast majority of the pSTY 

amino acids, are, respectively, over- and underrepresented in the phosphosite sets (Fig. 11CD). This 

effect is significantly more pronounced in the HMR dataset relative to the total human phosphosite 

dataset, further supporting the observation about lower conservation of pT relative to pS, as the HMR 

dataset is enriched in conserved phosphosites by design. 

 

Figure 11 | Phosphosites considered in the study. (A) Venn diagram of iPTMnet HMR phosphosites. 

Intersections correspond to conserved phosphosites. The HMR phosphosite dataset is shown in pink. 

(B) Phosphosite assignment procedures. Given a tree of a mammalian orthologous gene group and a 

column in the respective alignment, we assign phosphorylation labels to ancestral and extant amino 

acids, firstly, by propagating labels from one species to all other species in the tree (shown as separate 

red and blue arrows) and, secondly, by propagating labels predicted both in the selected species (e.g., 

human, as shown) and in one of the remaining species (mouse and rat); this corresponds to blue and 
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red arrows entering a given node in the tree. Phosphosites obtained by the latter procedure are referred 

to as the HMR phosphosite dataset. In both procedures, phosphorylation is considered to be retained 

both for direct and indirect STY-to-STY mutations. (C) Retention of phosphorylation upon mutation. 

Bars represent the probability of a conserved modification for the human dataset in the case of mutation 

and if mutation has not occurred. The letter after the vertical bar is an amino acid over which the 

probability was normalized. Three asterisks represent p < 0.001 (χ2 test). (D) STY amino acid content 

of three groups of phosphosite datasets. 

5.3.2. Phosphorylation islands 

The distribution of distances between phosphosites is different from that of randomly chosen 

serines and threonines even accounting for the tendency of phosphosites to occur in intrinsiacally 

disordered regions (IDRs) (Schweiger and Linial 2010) (Fig. 12A). However, this observation depends 

on an arbitrary definition of phosphorylation islands as groups of phosphosites separated by at most 

four amino acids (Schweiger and Linial 2010b). We have developed an approach that reduces the 

degree of arbitrariness in the definition of phospho-islands which is based on a statistical model of the 

distances between phosphorylated residues in phosphor-islands and for individual phosphosites. 

We consider only phospho-islands located in IDRs, due to two reasons. First, IDR 

phosphosites, being more abundant, yield reliable statistics. Second, ordered regions are largely non-

uniform in terms of local structural features, e.g being localized in the protein hydrophobic core or at 

the surface (van der Lee et al. 2014). This would render construction of the null model of between-

phosphosite distances impossible without considering all protein structures of the mammalian 

proteome, which is currently not feasible. Hence, we will hereinafter refer to phospho-islands located 

in IDRs simply as phospho-islands and to non-clustered phosphosites located in IDRs as individual 

phosphosites. 

Let S be the distribution of amino acid distances between adjacent phosphosites in IDRs. The 

logarithm of S is not unimodal (Fig. 12A), and we suggest that it is a superposition of two distributions: 
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one generated by phosphosites in phospho-islands and the other reflecting phosphosites outside 

phospho-islands (left and right peaks, respectively). The latter distribution can be obtained from 

random sampling from IDRs of non-phosphorylated STY amino acids while preserving the amino acid 

composition and the sample size, as we expect individual phosphosites to emerge independently while 

maintaining the preference towards IDRs (Fig. 12С). Gamma distribution has a good continuous fit to 

log(S+1) for randomly sampled STY amino acids located in IDRs. Given its universality and low 

number of parameters (Friedman, Cai, and Xie 2006; Reiss, Facciotti, and Baliga 2008; Mendoza-

Parra et al. 2013), we have selected gamma distribution as a reasonable model for log(S+1) (Fig. 12C). 

Assuming that the distribution of log(S+1) values for phosphosites located in phospho-islands should 

belong to the same family and fixing the parameters of the previously obtained distribution, we 

decomposed the distribution of log(S+1) values into the weighted sum of two gamma distributions, 

one of which corresponds to STYs located in phospho-islands and the other one, to remaining STYs 

in IDRs (Fig 12A, red and grey curves, respectively). From these two gamma distributions we obtained 

parameters for a hidden Markov model, which, in turn, was used to map phosphorylation islands. The 

distributions of S values for phosphosites in identified islands and the distribution for other 

phosphosites yielded a good match to the expected ones (Fig. 12BD). 

Both for the HMR and mouse datasets, more than half of phosphosites are located in phospho-

islands (61% and 56%, respectively) (Fig. 12E, Suppl. Fig. S22AB). For human phosphosites, 

however, we see a larger proportion of sites (53%) located outside phospho-islands. In the latter case 

the distributions in the decomposition differ less, compared to the former two cases (Fig. 12A, Suppl. 

Fig. S22). It could be caused by a larger density of phosphosites in IDRs of the human proteome, 

resulting from higher experimental coverage; that would lead to generally lower S values, which, in 

turn, could cause the right peak in the log(S+1) distribution to merge with the left peak, rendering the 

underlying gamma-distributions less distinguishable. To validate this explanation, we randomly 

sampled 40% of human phosphosites, so that the sample size matched the one for mouse phosphosites; 
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however, the results on this rarefied dataset did not change (Fig. 12E, Suppl. Fig. S22C) indicating 

that our procedure is robust with respect to phosphosite sample sizes. Hence, phospho-islands for the 

human dataset are identified with a lower accuracy than those for the HMR and mouse datasets. This 

could be caused by different experimental technique applied to the human phosphosites, compared to 

the one used for mouse and rat phosphosites, and by a possibly large number of false-positive 

phosphosites in the former case (Huttlin et al. 2010; Bekker-Jensen et al. 2017; Xu et al. 2017) (see 

5.4. Discussion). 

In phospho-islands, the overall pSTY-amino acid composition differs from that of individual 

phosphosites, mainly because the fraction of threonines is significantly higher in phospho-islands at 

the expense of the lower fraction of tyrosines (Fig. 12F). Also, the conservation of residues in phospho-

islands is larger than that of the individual sites (Fig. 12G). Overall, the general properties of clustered 

phosphosites seem to differ from those of individual phosphosites. 

A similar attempt to decompose the S distribution for phosphosites located in ordered regions 

yielded the distribution of log(S+1) values highly skewed to the left (small distances), even relative to 

the distribution of log(S+1) values in phospho-islands in IDRs (Suppl. Fig. S22E). This precluded 

decomposition of the S distribution into a weighted sum of two distributions. A more complex model 

possibly incorporating features of the tertiary protein structure might be required to infer and analyze 

phospho-islands located in ORs, which is beyond the scope of the present study. 
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Figure 12 | Phospho-islands for the HMR phosphosite dataset. (A) The distribution of log10(S+1) 

values (pink histogram) and its decomposition in two gamma distributions: the one for phospho-islands 

(red curve) and for individual phosphosites (red curve). (B) The distribution of log10(S+1) values for 

phosphosites predicted to be in phospho-islands. (C) log10(S+1) values for non-phosphorylated STY 

amino acids randomly sampled from DRs with the same sample size and amino acid content as in the 

HMR dataset. (D) log10(S+1) values for predicted individual phosphosites. (E) Numbers of individual 

phosphosites and sites in phospho-islands for four datasets. (F) Amino acid content of phospho-islands 

and individual phosphosites. (G) Frequency of mutations for phosphosites and individual amino acids. 

Asterisks depict significantly different values (p < 0.001, χ2 test). 

5.3.3. Mutational patterns of phosphorylated amino acids 

Next, we have reconstructed the ancestral states for all mammalian orthologous protein groups 

not containing paralogs and calculated the proportions of mutations P(X1àX2), where X1 and X2 are 

different amino acids. We treated phosphorylated and non-phosphorylated states of STY amino acids 

as distinct states. We then introduced a measure of difference in mutation rates for phosphorylated 

STY and their non-phosphorylated counterparts. For a mutation of an STY amino acid X to a non-STY 

amino acid Z we define R(X, Z) = P(pXàZ) / P(XàZ). If X* is another STY amino acid, 
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R(X, X*) = P(pXàpX*) / P(XàX*). Thus, the R value for a given type of mutations is the proportion 

of the considered mutation of a phosphorylated STY amino acid among other mutations normalized 

by the fraction of respective mutations of the non-phosphorylated STY counterpart. The R values are 

thus not affected by differences in the mutation rates between phosphorylated and non-phosphorylated 

amino acids, as all probabilities are implicitly normalized by the mutation rates of pX and X. 

We firstly consider phosphosites located in IDRs. For phosphorserines from the HMR dataset 

we confirm earlier observations: phosphoserines mutate to NCA more frequently than non-

phosphorylated serines (Fig. 13A). The R values for serine mutation to aspartate, R(S,D), and 

glutamate, R(S,E), are both significantly larger than 1 (1.2, p<0.01 and 1.7, p<0.001, respectively; χ2 

test) and, interestingly, they differ substantially (p<0.001, multiple random Poisson sampling test). 

Similarly, asparagine and glutamine R values differ, with R(S,N)=0.9 (p<0.001, χ2 test), significantly 

lower than 1, and R(S,Q)=1.4 (p<0.001, χ2 test), significantly higher than 1. The rate of mutation to 

lysine significantly differs for phosphorylated and non-phosphorylated serines (p<0.001, χ2 test). 

Interestingly, the mutation rate to another positively charged amino acid, arginine, is significantly 

lower than expected (p<0.01, χ2 test). For non-polar amino acids generally no significant differences 

in the R values between phosphorylated and non-phosporylated serines are observed, but for 

methionine and proline, the calculated values are significant: R(S,M)>1 (p<0.001, χ2 test) and 

R(S,P)<1 (p<0.01, χ2 test). 

In earlier studies, only mutations of serines or to serines had been considered, as the available 

data did not allow for statistically significant results for threonine and tyrosine (Kurmangaliyev, 

Goland, and Gelfand 2011; Miao et al. 2018). Here, we see that phosphorylated threonines from the 

HMR dataset tend to mutate to serines (Fig. 13B). At that, phosphorylated serines mutate to threonines 

more frequently than their non-phosphorylated counterparts for all considered samples, i.e. for the 

human, mouse and HMR sets (Fig. 13B, Suppl. Figs. S23-S28). Phosphorylated tyrosines tend to avoid 

mutations to isoleucine (p<0.05, χ2 test) and, for human samples, to arginine (p<0.05, χ2 test) and 
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glycine (p<0.001, χ2 test) (Fig. 13B, Suppl. Figs. S23-S28). Phospho-tyrosines in the mouse dataset 

show a weaker tendency for the avoidance of the mutations to aspartate than the non-phosphorylated 

ones (p<0.05, χ2 test) while the rate of pY-to-I mutations is higher (Fig. 13B). 

Separate analysis of mutations in phospho-islands and in individual phosphosites yields three 

observations. Firstly, alterations of mutation patterns of phosphoserines and phosphothreonines (pST) 

in IDRs relative to non-phosphorylated ST in IDRs are similar to the patterns observed for the clustered 

pST and, to a lesser extent, to those observed for individual pSTs (Fig. 13B). This is mostly due to the 

fact that the mutational patterns of clustered pSTs generally differ from those of their non-

phosphorylated counterparts to a greater extent than the mutational patterns of individual 

phosphoserines do (Fig. 13B, Suppl. Fig. S21). Secondly, for phosphotyrosines, alterations in their 

mutational patterns brought about by phosphorylation are mostly explained by individual 

phosphotyrosines. The mutational patterns of individual sites deviate from the ones observed for non-

phosphorylated tyrosines more than those of clustered phosphotyrosines (Fig. 13B, Suppl. Figs. S23-

S28). Also, if we compare the R values calculated for all possible mutations in clustered vs. individual 

phosphosites, the R value corresponding to the S-to-E mutation will be significantly higher for the set 

of clustered phosphosites (p=0.009, χ2 test, Suppl. Fig. S30). Hence, we posit that the general 

phosphosite mutational pattern alterations can be explained mostly by mutations in clustered 

phosphosites for phosphoserines and phosphothreonines and by individual sites when 

phosphotyrosines are considered. 

We also studied mutation patterns in ordered regions (ORs), and observed that 

phosphothreonines located in ORs demonstrate higher T-to-S mutation rates (Fig. 13B) relative to 

those of non-phosphorylated threonines located in ORs. Also, sites located in ORs demonstrate 

enhanced S-to-T and Y-to-T mutation rates relative to non-phosphorylated serines and threonines in 

ORs, respectively (Fig. 13B). 
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Figure 13 | pX0→X1 substitution vectors. (A) R values of the pS→X substitutions for serines from 

the HMR dataset located in DRs. (B) Substitution probabilities for phosphorylated STY amino acids 

significantly different from those for non-phosphorylated STY amino acids for several datasets. The 

significance levels are shown with the colors introduced in the panel in (A). Abbreviations on the 

horizontal axis: ISL, phosphosites located in phospho-islands; IND, individual phosphosites; DR, 

phosphosites from disordered regions; OR, phosphosites from ordered regions. On both panels, blue 

and red dots represent statistically significant over- and underrepresentation of pSTY-to-X mutations 

relative to non-phosphorylated STY, respectively. Darker shading represents higher statistical 

significance. 

5.3.4. Phosphosite contexts 

Sequence contexts of phosphosites generally fall into three categories: acidic (A), basic (B), 

and proline (P) motifs, with tyrosine phosphosites comprising a special class (Y) (Villén et al. 2007; 

Huttlin et al. 2010). For each phosphosite from each dataset we have identified its context. As in 

previous studies (Villén et al. 2007; Huttlin et al. 2010), phosphosites not assigned with any of these 
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context classes were considered as having “other” (O) motif. We studied the distribution of these 

motifs for all classes of phosphosites. 

In IDRs, relative to ORs, we observed a higher percentage of phosphosites with assigned 

contexts (Fig. 14A). P-phosphosites demonstrate the highest overrepresentation in IDRs, with 25% of 

IDR phosphosites having the proline motif. Phospho-islands, compared to individual phosphosites, 

contain more phosphosites with assigned motifs relative to individual phosphosites. In IDRs, there are 

more B- and P-phosphosites and fewer A-phosphosites among clustered sites than among individual 

ones. Notably, the fraction of phospho-tyrosines is substantially higher in ordered regions. However, 

this effect could be at least partially explained by the general tendency of aromatic residues, including 

tyrosine, to occur in ordered protein regions (Receveur-Bréchot et al. 2005). 

5.3.5. Phosphorylation breadth 

An important feature of a phosphosite is its “phosphorylation breadth”, that is, the number of 

tissues where it is phosphorylated. In this study, the maximal phosphorylation breadth is nine, as the 

phosphorylation data for nine mouse tissues are available (Huttlin et al. 2010). Among broadly 

expressed phosphosites (present in all nine tissues), compared to tissue-specific ones (present in only 

one tissue), very few sites have unassigned contexts (O) and almost none are tyrosine phosphosites. 

The fraction of acidic phosphosites (24%) is substantially lower among tissue-specific sites relative to 

broadly phosphorylated ones (37%) (p<0.001, χ2 test) (Fig. 14A). 

As mentioned above, the pS-to-E mutation yields the highest value, R(S,E) (Fig. 13A) and 

represents the only mutation with significantly different R values in phospho-islands and individual 

sites (p=0.009, χ2 test, Suppl. Fig. S21). At that, R(S,E) significantly increase with increasing breadth 

of expression (Fig. 14B), from R(S,E)=1.14 for tissue-specific phosphosites to R(S,E)=6.64 for broadly 

expressed phosphosites (p=0.016, t-test). 

Finally, we compared percentages of phosphosites with different breadths in ORs vs. IDRs and 

in phospho-islands vs. individual phosphosites (Fig. 14CD). As the phosphorylation breadth increases, 
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so does the fraction of clustered phosphosites, reaching 85% for sites phosphorylated in nine tissues; 

the fraction of phosphosites in IDRs also increases, reaching 95.4%.  

Hence, broadly expressed phosphosites have well-defined motifs, tend towards disordered 

regions and to phospho-islands, have mostly acidic context, and mutate to NCA more frequently than 

tissue-specific phosphosites. 

 

Figure 14 | Phosphosite contexts and phosphorylation breadth. (A) Overrepresentation of 

phosphosite contexts in ordered vs. disoredred regions, in phospho-islands vs. individual phosphosites 

and for broadly vs. narrowly distributed phosphorylated amino acids. One asterisk and three asterisks 

indicate statistical significance at the levels of 0.05 and 0.001 respectively (χ2 test). (B) The 

dependance of R(pS,E) on the phosphosite breadth. Pearson’s r2 is equal to 0.53 with the t-test p = 

0.016. (C) The dependance of phosphosite fraction in phospho-islands on the phosphorylation breadth 
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(p = 9*10−41, χ2 test). (D) Percent of phosphosites in disordered regions vs. phosphosite breadth (p = 

4.1*10−10, χ2 test). 

5.3.6. Mutation patterns in the proximity of phosphosites 

We now show that not only phoshosites require special motifs (Huttlin et al. 2010), but the 

mutational context of clustered phosphosites differs from that of individual sites. To assess 

evolutionary dynamics associated with phosphosite motifs, we analyzed mutational patterns in ±3 

amino acid windows of HMR ST phosphosites located in IDRs and compared them with those of non-

phosphorylated ST amino acids from IDRs. The ±3 window was selected, as it yielded the strongest 

effect in terms of the number of mutations with rates statistically distinct from the expected ones 

(Suppl. Fig. S31AB). We did not consider phosphotyrosines, as they have not been shown to possess 

any discernible general motif apart from the phosphorylated tyrosine itself (Huttlin et al. 2010). 

We introduce the measure Q defined as 𝑄"𝑋'
< →	𝑋(

<% = 𝑃(𝑋'
< →	𝑋(

<)/𝑃(𝑋'= →	𝑋(=), where 

𝑋'
< and 𝑋(

< are amino acids near phosphorylated serines and threonines and 𝑋'= and 𝑋(= are amino acids 

near non-phosphorylated serines and threonines. Q measures overrepresentation of a given mutation 

in the proximity of pST amino acids relative to ST amino acids. We also considered sites located in 

phospho-islands and individual phosphosites separately (Fig. 15, Suppl. Fig. S31CD).  

In the whole HMR dataset, 22 types of non-phosphorylated amino acid substitutions out of the 

total of 289 have Q values statistically different from the expected value 1 (p<0.05, χ2 test with the 

Bonferroni correction), among them three pairs of mutually reverse mutations (Fig. 15). As expected 

from the conservation of the phosphosite contexts, mutations between positively and negatively 

charged amino acids, potentially changing acidic to basic contexts and vice versa, are 

underrepresented, whereas E-to-D, D-to-E and K-to-R, not changing the context type, are 

overrepresented. The P-to-A substitution is overrepresented, thus indicating the instability of proline 

contexts. Interestingly, all three mutations with Q values exceeding 2.5 involve lysine, two of them 

being reverse mutations F-to-K and K-to-F. The fourth most overrepresented mutation, Y-to-G with 



 138 

Q(Y→G)=2.5, could explain the lack of tyrosine phosphosites in IDRs, as a large fraction of IDR 

phosphosites are clustered with the distances between sites not exceeding three amino acids. Thus, a 

large Q(Y→G) value would lead to general underrepresentation of tyrosines in IDRs.  

Types of mutations with significant Q values generally differ near clustered and individual 

phosphosites (Suppl. Fig. S31CD). E-to-D, not changing the local acidic context type (Huttlin et al. 

2010), is overrepresented and E-to-K, disrupting the acidic context (Huttlin et al. 2010), is 

underrepresented in both cases. On the other hand, around individual phosphosites, Q(F→K)=3.4 and 

Q(P→A)=1.12, indicating an enhanced birth rate of the basic context and disruption of the proline 

context, respectively. The R-to-D mutation, disrupting the local basic context, also is overrepresented 

near individual phosphosites. In general, among seven overrepresented mutations near clustered 

phosphosites, only the K-to-P mutation disrupts the local basic context in favor of the proline context 

and among seven overrepresented mutations near individual phosphosites, three mutations (E-to-F, R-

to-D, and P-to-A) could be regarded as context-disrupting. Hence, the individual phosphosite contexts 

are somewhat less evolutionary stable and thus the lower percentage of individual phosphosites with 

identifiable contexts might be due to specific local context-disrupting mutation patterns for these 

phosphosites. 
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Figure 15 | Q values of mutations near ST phosphosites with probabilities significantly different 

from the expected ones. Solid red lines connect mutually reverse mutations. Dashed lines indicate 

quazy-reverse mutations of amino acids with common chemical properties. 

5.4. Discussion 

5.4.1. Clustered vs. individual phosphosites 

We have demonstrated that clustered phosphosites differ from non-clustered ones in a number 

of aspects: (i) overrepresentation of phosphothreonines and underrepresentation of phosphotyrosines 

in phospho-islands (Fig. 12F); (ii) stronger conservation of clustered phosphoserines and 

phosphothreonines (Fig. 12G); (iii) larger proportion of sites phosphorylated in many tissues (Fig. 

14C); (iv) significantly larger probability of mutations to glutamate for clustered relative to the 

individual phosphoserines; (v) larger fraction of sites with specific motifs in phospho-islands (Fig. 

14A); (vi) mutational patterns in the proximity of phosphosites consistent with the context-retention 

hypothesis (Fig. 15). What are possible explanations for the observed effects?  

Underrepresentation of phosphotyrosines in phospho-islands could be explained by 

phosphorylation of clustered phosphosites being co-operative. As serines and threonines are more 
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similar to each other in their tendency to being phosphorylated by similar enzymes than they are to 

tyrosine (Villén et al. 2007; Huttlin et al. 2010; Landry et al. 2014; Studer et al. 2016), one would 

expect phospho-tyrosines to disrupt co-operative phosphorylation of adjacent ST amino acids by being 

phosphorylated independently, thus introducing a negative charge which would affect phosphorylation 

probabilities of the neighbouring amino acids (Landry et al. 2014). Hence phospho-tyrosines could 

have been purged by selection from pST clusters. 

Secondly, phosphosites located in phospho-islands are more conserved than individual ones 

(Fig. 12G), as opposed to an earlier hypothesis that individual phosphosites are more conserved than 

their clustered counterparts (Landry et al. 2014). Our result seems to contradict the notion that the 

cellular function of phosphosites in an island depends on the number of phosphorylated residues rather 

than specific phosphorylated sites, whereas individual phosphosites operate as single-site switches and 

hence should be more conserved (Landry et al. 2014). However, this argument implies that 

phosphorylation of most individual phosphosites is important for the organism’s fitness, which may 

be not true (Landry et al. 2014; Miao et al. 2018) and hence our results do not contradict the model of 

evolution of functionally important phosphosites. 

Overrepresentation of phosphosites with defined motifs among the clustered ones (Fig. 14A) 

and reduced numbers of mutations disrupting the local contexts of the clustered sites (Suppl. Fig. 

S30CD) may indicate enhanced selective pressure on clustered phosphosites and their contexts. An 

indirect support of this claim comes from the overrepresentation of ubiquitously phosphorylated sites 

among the clustered ones (Fig. 14C). Indeed, broad phosphorylation requires a stronger local context 

and indicates the reduced probability of a phosphosite being detected simply due to the noise inherent 

to the phosphorylation machinery (Landry et al. 2014). 

Mutations of phosphoserines located in IDRs to NCA are generally overrepresented among all 

mutations of the type pS-to-X relative to the corresponding mutations of non-phosphorylated serines 

(Fig. 13B). This effect is stronger for clustered phosphosites and for ubiquitously phosphorylated sites. 
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Together with the observation  about clustered phosphosites being on average more broadly 

phosphorylated than the individual ones, this suggests that a large fraction of phosphosite clusters 

might be phosphorylated (nearly) constitutively, and thus changes of individual phospho-serines to 

NCAs could experience lesser degrees of negative selection acting upon the corresponding mutations, 

as these mutations introduce smaller degrees of local electric charge shifts on the protein globule than 

the mutations of non-phosphorylated serines to NCAs do. 

5.4.2. Two types of mutations 

In all considered phosphosite datasets, we have observed two types of pSTY-to-X mutations 

overrepresented relative to STY-to-X mutations (Fig. 13B): (i) pSTY-to-pSTY, especially pT-to-pS 

mutation and (ii) pSTY-to-NCA, especially pS-to-E mutations. The former effect could be explained 

by the relaxed selection against pST-to-pST mutations due to the phosphorylation machinery often not 

distinguishing between serines and threonines (Huttlin et al. 2010; Miao et al. 2018). The 

overrepresentation of pT-to-pS mutation for all datasets, including sites located in ORs, could stem 

from the higher probability of phosphosite retention following a pT-to-pS mutation relative to the 

probability of phosphorylated threonine retention when no mutations have occurred (Fig. 11C). Thus, 

the observed enhanced pT-to-pS mutation rate could be due to the enhanced evolutionary stability of 

serine phosphorylation relative to the threonine phosphorylation. 

The enhanced serine-to-NCA mutation rates could stem from the physico-chemical similarity 

of phosphorylated serines and negatively charged amino acids: both types of residues introduce 

negatively charged groups of similar size to the protein globule. Thus, if phosphorylation is (almost) 

constitutive, i.e. happens very frequently in a large number of tissues, we would expect the serine-to-

NCA mutation rate to be enhanced. Indeed, ubiquitous phosphorylated serines have the pS-to-E 

mutation rate more than six-fold larger than the S-to-E mutation rate (Fig. 14B). However, the same 

pattern does not hold for phospho-threonines (Fig. 13B). 
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The differences in the mutation rates observed for phosphosites are stronger when clustered 

phosphosites are considered. Although this might be explained by individual phosphosites likely 

resulting from noise generated by the phosphorylation machinery (Landry et al. 2014), this could also 

indicate a general pattern of phosphosites constantly arising at random points of the proteome due to 

a constant evolutionary process. If phosphorylation at a focal site turns out to be advantageous, its 

individual context could be reinforced yielding broader phosphorylation pattern of this site or, 

alternatively, other phosphosites could emerge in the vicinity of this phosphosite, thus forming 

phospho-islands. As the vast majority of broadly phosphorylated sites are clustered, and clustered 

phosphosites demonstrate stronger phosphosite-specific features than individual phosphosites do, we 

suggest that formation of phosphorylation clusters around beneficial phosphosites is the prevalent 

process compared to context reinforcement of just one site. However, this hypothesis requires further 

verification.  

5.4.3. Human phosphosites 

The results obtained for the human set of phosphosites differ somewhat from those for the 

mouse and HMR sets, like in cases with different STY amino acids representation among 

phosphorylated amino acids (Fig. 11D), proportion of phosphosites located in phospho-islands (Fig. 

12E) or some mutational patterns of phosphorylated STY amino acids (Fig. 13B). This could be 

explained by differences in experimental procedures used to obtain phosphosite lists for human and 

for mouse and rat. Whereas for classic laboratory organisms, phosphosites are obtained directly from 

the analysis of an organism or an analysis of its live organ (Huttlin et al. 2010), for human phosphosite 

inference immortalized cell lines, such as HeLa, are used (Bekker-Jensen et al. 2017; Xu et al. 2017), 

with conditions differing from those in vivo, and hence one could expect different patterns of 

phosphorylation. In particular, the lower rate of mutations to NCA could be explained by 

overrepresentation of sites with noisy phosphorylation manifesting only in cell lines under the 

conditions of experiments. The mutation of such a residue to NCA would most likely result in the 
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deleterious effect of an average non-phosphorylated serine mutation to NCA (Jin and Pawson 2012). 

Thus, we propose that phosphosites conserved between human and rodent lineages, called here HMR 

sites, are more robust with respect to experimental techniques, and hence are better suited for 

phosphosite evolutionary studies. 

5.4.4. Mutations to lysine 

 As shown on Fig. 13, pS-to-K mutations are overrepresented in mouse and HMR datasets along 

with mutations to NCA. We see two possible explanations here: 1) This pattern may be due to the 

dynamics of basic contexts of clustered phosphosites. Indeed, if a phosphosite cluster possesses a basic 

context, the substitution of one of the phosphosites to a positively charged lysine should reinforce the 

context of neighbouring sites. This hypothesis is indirectly supported by pS-to-K mutations being 

overrepresented for clustered, but not for individual sites in the HMR dataset (Fig. 13B). 2) The most 

overrepresented mutation of phosphoserines relative to non-phosphorylated serines is pS-to-E. Serine 

is coded by TCN and AGY codon families, and glutamate – by GAR codons. N represents any of the 

four nucleotides, Y – cytosine or thymine and R – adenine or guanine. Thus, S-to-K a mutation would 

require at least two transversions: TCR (S) à GCR (A) à GAR (E)/TCR (S) à TAR (Stop) à GAR 

(E), or, alternatively, at least two transitions and one transversion: AGY (S) à AGR (R) à GGR (G) 

à GAR (E)/AGY (S) à AGR (R) à AAR (K) à GAR (E)/AGY (S) à AAY (N) à AAR (K) à 

GAR (E)/AGY (S) à AAY (N) à GAY (D) à GAR (E)/AGY (S) à GGY (G) à GAY (D) à GAR 

(E)/AGY (S) à GGY (G) à GGR (G) à GAR (E). Note that lysine is present in two of the paths, 

hence the overrepresentation of pS-to-K mutations may be due to the presence of intermediate stages 

of pS-to-E substitutions. Both explanations cannot currently be proven due to the lack of data, however 

this may be a subject for future investigations. 

  



 144 

5.4.5. Evolution of non-studied phosphosite groups 

Previous studies dedicated to the evolution of phosphosites have focused on phosphoserines 

located in IDRs. The large datasets employed in the present study enabled us to assess the patterns of 

phosphothreonines, phosphotyrosines and sites located in ORs. Apart from the largely enhanced pT-

to-pS mutation proportions relative to T-to-S ones (Fig. 13B) no patterns with straightforward 

biological explanation were observed in these cases. However, an interesting observation here is the 

consistent, significantly enhanced rate of pY-to-I mutations relative to the Y-to-I mutations in the 

mouse and HMR datasets (Fig. 13B). 
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Chapter 6. Conclusions 
Both A-to-I RNA editing and protein phosphorylation discussed in the present thesis heritably 

change the encoded information beyond the genomic blueprint. These modifications, while changing 

the expressed genomic information in an organism, are also associated with divergent mutational 

patterns in populations in respective sites or, as is the case with coleoid A-to-I editing, with apparent 

positive selection at heavily modified sites. Both of these modifications also tend to cluster along the 

transcripts of proteins, thus adding to the expressed variability they generate. 

Briefly, the main results reported here are: 

1. Editing in coleoid cephalopods sometime masks beneficial A-to-G substitutions. 

2. A-to-I mRNA editing in coleoids largely depends on the local secondary RNA structure. These 

structures are both the main factor contributing to heredity of editing sites and to clusterization 

of editing sites. 

3. Non-synonimous clustered editing in coleoids contributes almost a half to the total proteome 

variability and clustered editing in general contributes almost half to the transcriptome 

variability. 

4. Phosphorylation sites in mammalian proteomes are prone to mutations to negatively charged 

amino acids. 

5. Clustered phosphosites have more acidic contexts and are substituted to negatively charged 

amino acids more frequently than individual ones. 

RNA editing sites are much more numerous in soft-bodied cephalopods (coleoids) than in any 

other studied group (Liscovitch-Brauer et al., 2017). In our study (Moldovan et al., 2020), we show 

the capacity of numerous coleoid RNA editing sites to function as surrogates for beneficial A-to-G 

substitutions. This effect is more pronounced for heavily edited sites. At that, the latter are surrounded 

by stronger local RNA secondary structure (expectedly) and feature different sequence context 

(unexpectedly). The RNA structure is even stronger around edited adenines homologous to guanines 
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in sister species. Edited adenines tend to be substituted to guanines, and this tendency is supported by 

positive selection at highly edited sites. 

These observations may be explained by the beneficial effect of increased phenotypic diversity 

in a low-polymorphic population, enhancing adaptation and facilitating the evolutionary process. 

Besides, A-to-I editing at sites where G would be preferred provides a larger (than a single nucleotide 

position) target for mutations increasing the editing level. Together with similar recent observations 

on Drosophila and human editing sites (Popitsch et al. 2020), this points at a general role of RNA 

editing in the molecular evolution of metazoans. 

RNA editing sites tend to cluster. In the follow-up study (Moldovan et al., 2022), we study this 

property in detail and show that the clustering of A-to-I editing sites in coleoid cephalopods can be 

largely explained by three types of RNA structural features. The clustering itself contributes about a 

half to the proteome variance generated by editing. 

In our study of protein phosphorylation (Moldovan and Gelfand, 2020), we propose a simple 

yet accurate homology-based approach for the ancestral phosphosite inference yielding in our case the 

set of HMR phosphosites. As the predicted fractions of phosphorylation labels falsely assigned to 

internal tree nodes are much smaller than the ones for other phosphosite datasets, HMR set poses a 

valuable source of data for evolutionary studies. A practical extension of our homology-based 

approach could be a phosphosite prediction procedure incorporating additional pieces of information 

such as the tendency of phosphosites to cluster, the local phosphosite contexts, and the tree structure 

into the probabilistic model, which would predict phosphosites with a high degree of accuracy. On the 

other hand, it would be interesting to infer the interplay between phosphorylation and selection using 

population-genetics data. 

In general, our studies provide important pieces to the puzzle that is the evolution of 

information alterations in biological populations. Namely the concordance between RNA editing and 
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positive selection in coleoid cephalopods and dependence between protein phosphorylation and 

selective constraint on local amino acid substitutions. 
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Extrapolation 

Unpolarized R values strongly depend on the EL threshold. Due to insufficient data, analogous, 

statistically significant observations for polarized Q values at EL thresholds higher than 0 could not 

be obtained; however, we can indirectly demonstrate that Q must vary at different EL levels. Consider 

two closely related organisms, “1” and “2”, and their common ancestor, “anc”. By definition given in 

the main text: 

𝑄'→( =	
𝑅→6'→(

𝑅→9'→(
=	

𝑝(E' →	G()
𝑝(A' →	G()

𝑝(E' →	Y()
𝑝(A' →	Y()

S =	 

=	
"𝑝(E>,? →	G() + 𝑝(G>,? →	E')% × "𝑝(A>,? →	Y() + 𝑝(Y>,? →	A')%
"𝑝(A>,? →	G() + 𝑝(G>,? →	A')% × "𝑝(E>,? →	Y() + 𝑝(Y>,? →	E')%

 

Thus, by definition, 𝑄'→( is monotonic on both 𝑄→∗(  and 𝑄∗→' . Similarly, 𝑄(→' is monotonic on both 

𝑄→∗'  and 𝑄∗→(  

As no other terms are present in the ratio of R values, we conclude that at least one of the 

directed Q values should increase at the increase of the R ratio, the latter being observed in the case of 

its dependence on the EL threshold. Hence at higher EL values, at least one directed Q value should 

increase. 
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Caveats 

Underpredicted editing sites. 

The procedure to identify editing sites employed by Liscovitch-Brauer et al. is based on the 

alignment of RNA and genomic reads to constructed transcripts and the analysis of mismatches 

(Liscovitch-Brauer et al. 2017). Editing sites in transcripts with low read coverage are likely to be 

missed, as the average editing level does not exceed 10% in all studied species. As we calculate the 

substitution matrices using substitutions that happened between the ancestral and descendant states, 

the former inferred from at least two species, this could result in underprediction of ancestral editing 

sites, which, in turn, would inflate the number of A-to-E transitions. However, for NES we observe 

the same behavior as for the majority of sites (Fig. 3), but for SES the effect is much weaker, even 

considering the fact that they are generally less conserved than NES, while if the underprediction had 

determined our results, we would observe the same picture for NES and SES. 

Heterozygous editing sites. 

During construction of the editing-site list, heterozygous sites A-G were not considered 

(Liscovitch-Brauer et al. 2017), and hence some editing sites could not be predicted. However, 

heterozygous sites influenced the constructed transcriptomes, which by definition contained the allele 

prevailing in the reads (Liscovitch-Brauer et al. 2017). This could influence the results in two ways.  

Firstly, consider a heterozygous A-G site in one species and a homozygous G-G site in another 

species. Clearly, there has been a G-to-A transition; at that, the procedures for the construction of the 

transcriptome and edited site list would generate the former transcript strictly with either G or unedited 

A. In the former case the substitution would not be counted, and in the latter case we would count a 

G-to-(unedited)A transition. If the adenine in the heterozygous state is edited, the above procedure 

would report either no transition of this adenine, or a transition involving an unedited adenine, hence 
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decreasing the real number of E-to-G. Similarly, in the case of A-G and A-A sites, the G-to-E 

substitutions would also be undercounted.  

Secondly, the lack of data about heterozygous editing sites would result in a general 

underprediction of A-to-I editing sites discussed above. Thus, this underprediction of E-to-G and G-

to-E transitions could influence the calculated RG values, but it would act against the reported effects, 

as it lowers the 𝑝(𝐸 → G) values.  

 

Supplementary Figures 

 

 
Supplementary Figure S1 | LOGOs of nucleotides adjacent to editing sites in all studied organisms at 
different editing levels. 
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Supplementary Figure S2 | LOGOs of nucleotides adjacent to conserved and non-conserved editing sites 
in the squid-cuttlefish pair. 
 
 
 

 
Supplementary Figure S3 | Over- and underrepresented mismatch R values in the local context of non-
conserved editing sites in the pair of Octopus species. R values are defined for the ±1 positions relative to 
transcriptomic adenines as the ratio of the probability of a given substitution near the edited adenine and the 
respecteve probability for the non-edited adenine. (a) In position –1 relative to NCES sites. (b) In position +1 
relative to NCES sites. Lines represent mutually reversed substitutions. White bars represent R values which do 
not significantly differ from 1 (p > 0.05) and grey bars represent statistically significant R values. 
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Supplementary Figure S4 | Pearson’s correlation between the absolute value of difference of ELs in 
homologous sites and the number of mismatches in a window of a given size for different window sizes. 
The dashed line represents values obtained for all homologous site pairs; the solid line represents values 
obtained for pairs of homologous edited adenines with EL above 5% and with the absolute value of EL 
difference greater than 5%.  
 
 
 

 
Supplementary Figure S5 | A. californica has less adenines in structured regions then other species. The 
classification of structured and unstructured segments was performed with various thresholds (see Methods). 
The grey line corresponding to A. californica is considerably lower than cephalopod lines. 



 173 

 
Supplementary Figure S6 | The local secondary structure is more stable at edited adenines than at 
homologous, non-edited adenines. The distribution of the difference of the minimal free energy Z-score 
between homologous sites in two octopuses, O. vulgaris and O. bimaculoides is shown in red when two 
homologous sites have different editing status (edited minus unedited) and in grey when both sites in a pair are 
edited. The left tail of the red histogram is heavier than the right one (p = 6.03×10-17 versus 0.57 for the grey 
histogram), showing that the editing sites tend to regions with higher secondary structure stability. 
 
 
 
 
 
 
 

 
Supplementary Figure S7 | Dependence of Pearson’s correlation between the difference of structural Z-
scores and the difference in ELs of homologous sites on the minimal considered difference in ELs. The 
dashed line represents values obtained for pairs on homologous adenines, such that one adenine in a pair is 
edited, and the other is not. The EL of all unedited adenines was set to 0. The solid line represents values 
obtained for pairs of homologous edited adenines. Only correlation coefficients with p-values below 0.05 are 
shown. 



 174 

  
Supplementary Figure S8 | Dependence of RG and RY on the editing level considered separately for non-
synonymous (ab) and synonymous (cd) sites. Two curves for each pair are given, since RN  is a reference-
based measure. The red curves correspond to the Octopus pair, the blue curves, to the pair cuttlefish–squid, the 
grey curves, to distant pairs.  
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Supplementary Figure S9 | Normalized dN/dS of editing site substitutions. dN/dS of editing site substitutions 
normalized by respective dN/dS of unedited adenines to G (a) and to pyrimidines (b). dN/dS of editing sites 
normalized by the respective ξ!"!/ξ#$! value ratio (Supplementary Table 1) for substitutions to G (c) and to 
pyrimidines (d). Horizontal lines represent average dN/dS values for unedited adenines. R2 values and p-values 
calculated from the F statistic are shown. 
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Supplementary Figure S10 | Mutational characteristics of editing sites. (a,b) Mutational characteristics of 
edited sites for the squid–cuttlefish pair separately for non-synonymous (NES) (a) and synonymous (SES) (b) 
sites. (c) Q*→ and R*→ values calculated for the octopus total substitution matrix; there are insufficient data for 
the separate analysis of NES and SES. 

Supplementary materials for chapter 4: A hierarchy in clusters 
of cephalopod mRNA editing sites. 

Supplementary Figures 

 
Supplementary Figure S11 | The distributions of correlation coefficients of coleoid editing at two 
sites with respect to the distances between sites. Boxes represent the quartile borders; red circles 
represent the means; the grey lines indicate the 95% two-sided confidence intervals of the distributions. 
(a) O. bimaculoides (b) S. esculenta (c) L. pealei. Notation as in Fig. 2a. 
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Supplementary Figure S12 | The distributions of correlation coefficients of O. vulgaris editing at 
two sites with respect to the distances between sites for different minimal editing level threshold 
values. Boxes represent the quartile borders; red circles represent the means; and the grey lines indicate 
the 95% two-sided confidence intervals of the distributions. (a) Threshold set to 5% (b) Threshold set 
10%. Notation as in Fig. 2a, Suppl. Fig. S1. 
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Supplementary Figure S13 | The dependence of the correlations of ELs on the S values for the 
considered coleoid A-to-I editing site datasets. The red circles mark the values of the correlation 
coefficients, and the grey lines represent the Bonferroni corrected 95% two-sided confidence intervals 
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obtained from the t-distribution. (a) O. bimaculoides (b) S. esculenta (c) L. pealei. Notation as in Fig. 
2b. 

 
Supplementary Figure S14 | Results obtained with the context-aware expectation of the 
distribution of edited adenine. (A) Histogram of dense cluster sizes (nt) for the real O. vulgaris 
editing site dataset (red) and the matching random context-aware dataset (blue). (B). Deviation of the 
editing probabilities of adenines located near editing sites (q(E)) from the respective expected 
probabilities (q0(E)) as dependent on the S* values. Notation as in Fig. 5A. (C) Comparisons of all 
three distributions.  
 

 
Supplementary Figure S15 | Histograms of dense cluster sizes (nt) for the real coleoid editing site 
datasets (red and blue) and the corresponding randomly obtained ones (grey). (a) O. 
bimaculoides (b) S. esculenta (c) L. pealei. Notation as in Fig. 3A. 
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Supplementary Figure S16 | Distributions of mismatches of adenines in double RNA helices. See 
Supplementary Methods for details. 

 
Supplementary Figure S17| Structural properties of coleoid A-to-I editing sites. (a) Differences 
in base pairing probabilities between A-to-I editing sites and nearest unedited adenines used as controls 
for different editing level (EL) intervals in O. vulgaris. The significance (p-values, the binomial test) 
of the site–control differences is shown.  (b) Differences in RNA secondary structure free energy 
between editing sites and control adenines in four coleoid species. The significance (p-values, the t-
test) of the control sites structural potentials being larger than those of editing sites is shown. 
 

 
Supplementary Figure S18 | Clustering of A-to-I editing sites in coleoid transcriptomes. Red lines 
show the dependencies between the sorted real and the randomly obtained S value sets. Grey lines 
represent the expected dependence of the form y=x. Grey stripes represent the predicted borders of the 
regions affecting editing sites. (a) O. bimaculoides (b) S. esculenta (c) L. pealei. Notation as in Fig. 
5A. 
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Supplementary Figure S19 | Distributions of the 𝑟!"𝐴" , 𝐴#% values calculated for the structurally close 
editing sites (red boxes) and for the control site pairs with no predicted secondary RNA structure 
between the sites in a pair (grey boxes), where both sites  𝐴" and 𝐴#  are located in the same exon of 
O. bimaculoides.  Notation as in Fig. 5B. 
 
 
 

 
Supplementary Figure S20 | Distributions of differences in ELs between down- and upstream 
editing site in two-adenine dense clusters obtained for three reading frames. Three asterisks mark 
statistical significance of the differences in means (p < 0.001, Chi-squared contingency test). The 
values -1, 0 and +1 below indicate the coordinate of the dense cluster reading frame relative to the 
predicted protein-coding frames in the coleoid transcriptomes. 
 

Supplementary Tables 
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Supplementary table S1 | SRA identifiers of RNAseq libraries employed in the present study 
 
SRA ID Organism Bioproject #G bases 

SRR2045866 O. bimaculoides PRJNA285380 5.6 

SRR2045870 O. bimaculoides PRJNA285380 7.4 

SRR2047107 O. bimaculoides PRJNA285380 7.2 

SRR2047109 O. bimaculoides PRJNA285380 7.9 

SRR2047111 O. bimaculoides PRJNA285380 7.1 

SRR2047114 O. bimaculoides PRJNA285380 6.8 

SRR2047116 O. bimaculoides PRJNA285380 6.4 

SRR2047118 O. bimaculoides PRJNA285380 6.1 

SRR2047120 O. bimaculoides PRJNA285380 6.3 

SRR2047122 O. bimaculoides PRJNA285380 7.2 

SRR2048495 O. bimaculoides PRJNA285380 3.2 

SRR2048496 O. bimaculoides PRJNA285380 3.2 

SRR2048497 O. bimaculoides PRJNA285380 3.2 

SRR2048498 O. bimaculoides PRJNA285380 3.2 

SRR2048521 O. bimaculoides PRJNA285380 3.2 

SRR2048522 O. bimaculoides PRJNA285380 3.2 

SRR2048523 O. bimaculoides PRJNA285380 3.2 

SRR2048524 O. bimaculoides PRJNA285380 3.2 

SRR2048525 O. bimaculoides PRJNA285380 3.2 

SRR2857272 O. vulgaris PRJNA299756 38.2 

SRR2857274 O. vulgaris PRJNA299756 38.4 

SRR2855904 S. esculenta PRJNA299756 39.6 

SRR2856422 S. esculenta PRJNA299756 48.3 

SRR1522987 L. pealei PRJNA255916 17.5 

SRR1522988 L. pealei PRJNA255916 17.5 

SRR1725163 L. pealei PRJNA255916 6.9 

SRR1725164 L. pealei PRJNA255916 6.9 

SRR1725167 L. pealei PRJNA255916 5.6 

SRR1725169 L. pealei PRJNA255916 7.7 

SRR1725171 L. pealei PRJNA255916 5.6 
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SRR1725172 L. pealei PRJNA255916 4.1 

SRR1725213 L. pealei PRJNA255916 10.8 

SRR1725235 L. pealei PRJNA255916 12.4 

SRR1725236 L. pealei PRJNA255916 8.3 
 
Supplementary Table S2 | Variance in the transcriptome and proteome explained by editing 
and by correlations in editing events 

 O. vul. O. bim. sepia squid 

nucleotide SD due to editing 97.3027 82.2 110.8405 94.5532 

% nucleotide variance explained by clustering 40.34 27.69 46.28 31.59 

amino acid SD due to editing 80.6424 68.39 92.008 78.88 

% amino acid variance explained by clustering 40.69 28.46 46.5 32.34 

% nucleotide variance explained by DCs 4.3 3.6 4.038 4.057 

% amino acid variance explained by DCs 4.48 3.7 4.168 4.175 
 
 
Supplementary Table S3 | Effect sizes and confidence intervals for the data presented on Fig. 
10C. Red color of a letter indicates the nucleotide in a dinucleotide, for which base-pairing 
probabilities are considered. p1 – p2 represents the mean difference in base pairing probabilities.  
Comparison p1 - p2 Wilcoxon p (Bonferroni corrected) 

EE vs AA -0.0268 1.0×10–6 

EE vs AA 0.11917 2.8×10–72 

EE vs AA -0.1399 3.8×10–109 

EE vs AA 0.00603 0.8475 

EE vs AE -0.0776 4.0×10–16 

EE vs AE 0.03575 0.0011 

EE vs AE -0.1826 1.1×10–70 

EE vs AE -0.0693 2.7×10–13 

EE vs EA 0.07293 8.4×10–6 

EE vs EA 0.17896 4.5×10–24 

EE vs EA -0.0519 0.0022 

EE vs EA 0.05410 0.0017 
 
Supplementary Table S4 | 95% Confidence intervals of differences in base-pairing probabilities 
between paired editing sites (EE) and three types of control AA-dinucleotides obtained by 
random sampling. The color code is as in Table S3. 
 

position \ site pair AA - EE AE - EE EA - EE 

1 0.0139 to 0.0396 0.0573 to 0.0968 -0.1057 to -0.0399 
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2 -0.0187 to 0.0072 0.0494 to 0.0896 -0.0881 to -0.02 

 

Supplementary materials for chapter 5: Phospho-islands and 
the evolution of phosphorylated amino acids in mammals. 

Supplementary Figures 

 
Supplementary Figure S21 | Stability of hidden Markov model clustered editing site 
predictions with respect to transitional probability values. Red circle represents the chosen value 
0.2. 
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Supplementary Figure S22 | Phospho-island analysis in various datasets. (A, B) Prediction of 
phospho-islands for the mouse dataset. (A) (Above) The distribution of log10(S + 1) values (pink 
histogram; see the main text for definitions) and its decomposition in two gamma distributions, for 
phospho-islands (red curve) and for individual phosphosites (red curve). (Below) log10(S + 1) values 
for non-phosphorylated STY amino acids randomly sampled from IDRs with the same sample size 
and amino acid content as in the HMR dataset. (B) (Above) The distribution of log10(S + 1) values for 
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phosphosites predicted to be in phospho-islands. (Below) log10(S + 1) values for predicted individual 
phosphosites. (C) Histograms of log10(S + 1) values for real (pink) and randomly assigned (grey) 
phosphosites with respective gamma-approximations for the rarefied human dataset. (D) Histograms 
of S values for real (pink) and randomly assigned (grey) phosphosites with respective gamma-
approximations for the human dataset. (E) Distributions of the log10(S + 1) values of phosphosites 
located in ORs (pink) and the distribution of log10(S + 1) for STY amino acids randomly sampled from 
ORs (grey) with respective gamma-approximation. Note the good fit of a single gamma-distribution 
for the log10(S + 1) values observed in ORs. 
 
 

 
Supplementary Figure S23 | Comparison of the mutational patterns observed in HMR 
phosphosites located in intrinsically disordered and ordered regions. R values are defined in the 
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main text. 95% two-tail confidence intervals are generated from the сhi-squared distribution with the 
Bonferroni correction. Red dots mark the actual R values. Grey dots represent the respective R values 
of non-phosphorylated STY amino acids. 
 

 
Supplementary Figure S24 | Comparison of the mutational patterns observed in HMR 
phosphosites located in phospho-islands vs. individual ones. Notation as in Suppl. Fig. S2. 
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Supplementary Figure S25 | Comparison of the mutational patterns observed in mouse 
phosphosites located in intrinsically disordered and ordered regions. Notation as in Suppl. Fig. 
S2. 
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Supplementary Figure S26 | Comparison of the mutational patterns observed in mouse 
phosphosites located in phospho-islands vs. individual ones. Notation as in Suppl. Fig. S2. 
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Supplementary Figure S27 | Comparison of the mutational patterns observed in human 
phosphosites located in intrinsically disordered and ordered regions. Notation as in Suppl. Fig. 
S2. 
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Supplementary Figure S28 | Comparison of the mutational patterns observed in human 
phosphosites located in phospho-islands vs. individual ones. Notation as in Suppl. Fig. S2. 
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Supplementary Figure S29 | R values of the pS-to-X mutations for different phosphosite sets. 
Note the stronger effects observed for the HMR dataset compared to the mouse dataset and for 
clustered phosphoserines with respect to individual ones. 
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Supplementary Figure S30 | Conservation of phosphorylated amino acids for various mouse 
datasets. The mutability index is calculated for a phosphorylated amino acid with respect to its non-
phosphorylated counterpart as the sum of probabilities of STY-to-X mutations calculated for all tree 
branches for the phosphorylated STY amino acid divided by the same sum for the respective non-
phosphorylated amino acid. Three asterisks indicate statistically significant differences (p < 0.001, chi-
squared contingency test). 
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Supplementary Figure S31 | R values of mutations near ST phosphosites with probabilities 
significantly different from the expected ones for various HMR subsets. (A) HMR sites located 
in intrinsically disordered regions with the window radius 1. (B) HMR sites located in disordered 
regions with the window radius 3. (C) Clustered HMR sites with the window radius 3. (D) Individual 
HMR sites with the window radius 3. 
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Supplementary Figure S32 | Maximal DC sizes in randomly computed uniform expectations 
(blue histogram) and the actual maximal editing DC size in O. vulgaris (red line). 
 

Supplementary Tables 

Supplementary tables are provided in the additional XLSX file published online at: 
https://peerj.com/articles/10436/. 
 
 List of supplementary tables: 
/hmr_sites_list: List of all HMR-sites considered in the present study. Each site is marked as present 
in ordered/disordered region, having one of the five motif types, and being a part of a phosphosite 
cluster or individual. Phosphosites located in IDRs are considered as being neither clustered nor 
individual. 
/mouse_site_list: List of mouse dataset phosphosites. 
/hmr_psite_islands: List of HMR phosphor-islands. 
/mouse_psite_islands: List of mouse phosphor-islands. 
/R table: Table with R values and the respective corrected p-values for all considered phosphosite 
datasets. Fig. 13 and Suppl. Figs. S22-S26 correspond to this table. 
/local_mutations: Q values of contextual mutations for different HMR phosphosite datasets and 
different window radius. Corresponds to Fig. 15 and Suppl. Fig. S29. 
/phosphosite conservation: Mutability statistics for the mouse dataset. Corresponds to Suppl. Fig. 
S28. 
 
 


