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Abstract

Alternative splicing plays a crucial role in the regulation of gene expression and ex-
panding the diversity of eukaryotic proteomes. Besides the body of well-annotated
alternative splicing events that substantially change the protein amino acid se-
quence, there is also a multitude of rarely expressed aberrant splice isoforms that
lack functional characterization. However, aberrant splicing events may be impor-
tant in specific physiological conditions and, therefore, their discovery and charac-
terization is a prominent problem in bioinformatics. Recent development of high-
throughput sequencing technologies has enabled the analysis of transcriptomes at
unprecedented depth, thus opening new avenues to the characterization of aberrant
splicing. This dissertation is devoted to two varieties of aberrant splicing events, the
so-called tandem alternative splicing sites (TASS) and unproductive splicing events
(USEs). Bioinformatic analysis that integrates several large-scale data sources, in-
cluding transcriptome data of healthy human tissues provided by the Genotype-
Tissue Expression (GTEx) Consortium, transcriptome response to the perturbation
of RNA-binding proteins (RBPs), RBP footprinting assays, and other relevant data
reveals unique tissue-specific properties of aberrant splicing events. The disserta-
tion presents genome-wide catalogues of TASS and USEs, characterization of their
tissue-specific and cell type-specific expression, and predictions of their regulation
by RBPs.
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Chapter 1

Introduction

Genetic programs encoded in the DNA are executed in a process called gene expres-

sion. During this process, DNA is transcribed into RNA, which is then translated

into proteins and eventually degraded. In eukaryotes, RNA is subject to various

post-transcriptional modifications, including splicing, in which some parts of the

RNA sequence (exons) are joined together while others (introns) are removed. The

majority of eukaryotic genes undergo alternative splicing (AS), enabling generation

of many diverse transcripts from the same gene. Studies have shown that AS is

widely implicated in development, cell differentiation, tissue formation, stress re-

sponse, and disease. However, besides protein-coding transcripts, which are char-

acterized by high expression levels, strong evolutionary selection, and conservation,

splicing machinery generates a multitude of rarely expressed alternatively spliced

transcripts with unknown function. Several studies have attributed these weakly

expressed transcripts to splicing aberrations. Nevertheless, such rare isoforms could

be used by the cell only under specific conditions and, therefore, are as important

as highly-expressed transcripts.

Current advances in genomic research and next-generation sequencing (NGS)

have enabled large-scale transcriptome studies which simultaneously assess tran-

scriptional activity in thousands of biological samples. One of them, the Genotype

Tissue Expression (GTEx) project, has produced the largest to-date collection of

RNA-seq experiments in healthy human tissues. The ENCODE consortium has

created a large panel of shRNA-mediated knockdowns of more than two hundred

17



Chapter 1. Introduction

RNA-binding proteins (RBPs) and performed RNA-seq experiments to assess the

responses of the cellular transcriptome to these perturbations. Based on these and

other data sources, this dissertation presents a systematic assessment of tissue speci-

ficity and prediction of regulation of two types of aberrant AS events, the so-called

tandem alternative splicing sites (TASS), which are characterized by close tandem

arrangement of alternative splice sites, and unproductive splicing events (USEs),

which generate substrates of the nonsense-mediated decay (NMD) pathway. In

TASS, alternative donor (5’) or acceptor (3’) splice sites are located at a distance

of several nucleotides from each other, and, as shown here, only one of them is pre-

dominantly expressed, while others usually originate from splicing noise. In USEs,

the inclusion of an alternative splice isoform results in the incorporation of a pre-

mature termination codon (PTC) into the transcript, causing its degradation by

NMD. Earlier, it was believed that the main role of NMD is to control the quality

of splicing and prevent translation of truncated, dysfunctional proteins. However,

it was found later that a coupling between AS and NMD (AS-NMD), referred to as

unproductive splicing, is an important mechanism of gene expression regulation.

The main results of this dissertation are presented in two parts related to tan-

dem alternative splicing sites (Chapter 5) and unproductive splicing (Chapter 6).

Chapter 5 describes the catalogue of known and novel TASS along with the charac-

terization of their tissue-specific expression, regulation, impact on protein structure,

and evolutionary selection. Chapter 6 presents the analysis of tissue-specificity and

regulation by RBPs across USEs in the human transcriptome. Chapter 2 contains

the literature overview and delivers the background that is necessary for under-

standing the remaining chapters. Chapter 3 outlines thesis objectives. Chapter 4

contains the description of materials and methods. Chapters 7 and 8 are devoted to

discussion of the results and conclusions.

18



Chapter 2

Background

2.1 Splicing

Widespread post-transcriptional RNA processing is one of the distinguishing fea-

tures of eukaryotes compared to prokaryotes [1]. An important step in the RNA

maturation is splicing, a process in which stretches of pre-mRNA called introns are

excised, and the remaining sequences, called exons, are ligated together. All eukary-

otic genomes contain introns, but their abundance and lengths vary greatly between

species [2, 3]. An absolute majority of human protein-coding genes contain at least

one intron and undergo splicing [4, 5], with the median number of introns in human

intron-containing genes being about eight [3].

The correct definition of introns and exons is an important prerequisite for the

proper execution of eukaryotic expression programs. It is underscored by the role of

splicing errors in the pathophysiology of many diseases, such as cystic fibrosis [6],

familial dysautonomia [7], tauopathy [8, 9], and many other hereditary diseases [10].

Mis-splicing can also contribute to the development of malignancies, for example, in

myelodysplasia [11] and colorectal carcinoma [12].

The evolutionary benefits of having splicing in eukaryotic genes is a subject of

many debates [13, 14]. Some researchers believe that introns invaded the genomes

of emerging eukaryotes and behaved as selfish elements [15, 16, 17, 18]. Later, their

evolution resulted in massive intron losses in primitive eukaryotes, while in complex

eukaryotes a number of introns remained, which some authors associate with the

19



2.2. The molecular mechanism of splicing Chapter 2. Background

evolutionary advantages, including the possibility of alternative splicing and the

regulation of gene expression [16, 13, 14].

During AS, introns of pre-mRNA are excised in many different ways and com-

binatorially increase the number of possible isoforms transcribed from the same

gene [19]. Approximately 95% of mammalian genes are susceptible to AS [20],

which strongly influences transcriptome diversity [21, 22] and provides additional

layers of gene expression regulation [13].

Besides AS, the presence of introns per se affects gene expression. On the one

hand, introns delay transcription elongation and pre-mRNA processing [23]. Accord-

ingly, genes tend to contain fewer introns if they are involved in active cell division,

as, for example, during early embryogenesis [24, 25, 26] or in the cellular response

to stress [27]. On the other hand, introns can indirectly stimulate transcription by

recruiting transcription and chromatin remodeling factors [28, 29], stimulating gene

looping during transcription [30], or other mechanisms [31]. Thus, eukaryotic cells

can fine-tune gene expression intensity by virtue of having larger or smaller number

of introns.

Pre-mRNA splicing is performed via two transesterification reactions [32] cat-

alyzed by a megadalton ribonucleoprotein complex called the spliceosome [33]. The

spliceosome first recognizes conserved cis-regulatory elements in the pre-mRNA that

determine the boundaries of introns and exons. Then, it enforces a conformational

change in the pre-mRNA, in which splicing reactions become energetically favor-

able [33].

2.2 The molecular mechanism of splicing

In mammals, introns are primarily defined by four sequence elements in the pre-

mRNA [32]: the 5’-splice site, also called the donor splice site, adenosine branch

point, polypyrimidine tract that mostly consists of 15-20 pyrimidines, and the 3’-

splice site, also called the acceptor splice site (Fig 2-1).

These elements control a two-step phosphoryl transfer mechanism of splicing

(Fig 2-2). In the first reaction (branching), the 2’-hydroxyl group of the adenosine

20



Chapter 2. Background 2.2. The molecular mechanism of splicing

Figure 2-1: Mammalian primary splicing cis-elements [32]. The consensus
nucleotide sequences are shown. N, R, and Y stand for any base, purine, and
pyrimidine, respectively.

at the branch point attacks the phosphodiester group at the 5’-splice site forming

a cleaved upstream exon and an intermediate complex consisting of a lariat intron

and a downstream exon, in which the 5’-phosphate of the first nucleotide intron (G)

is bound to the 2’ oxygen branch point. In the second reaction (exon ligation), the

exposed 3’-hydroxyl group of the upstream exon attacks the phosphodiester group

at the 3’-splice site, ligating the upstream and the downstream exons and releasing

the intron lariat.

Figure 2-2: A two-step phosphoryl transfer mechanism of splicing [32].
5’ SS, 3’ SS and BP denote the 5’-splice site, the 3’-splice site, and the branch point,
respectively.

Splicing is a relatively simple chemical process, yet it is regulated and catalyzed
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by a very complex macromolecular machinery consisting of the major ribonucleopro-

tein complex (the spliceosome) and about 150 auxiliary regulatory proteins (splice

factors) [33, 32, 34]. Most introns have a low sequence conservation [35, 36] and do

not adopt any particular secondary or tertiary structures, instead depending on the

spliceosome to align their reactive sites [37].

Figure 2-3: Spliceosome assembly on a pre-RNA [32].

Recent advances in cryo-electron microscopy allowed to visualize the spliceosome

in a remarkable detail [37]. The spliceosome is composed of five subunits called

small nuclear ribonucleoproteins (snRNPs, U1, U2, U4, U5, and U6) consisting

of proteins and small nuclear RNAs (snRNAs). The interaction of snRNAs with

proteins occurs in the cytoplasm and forms stable but inactive pre-snRNPs [33]. The

pre-snRNPs are then re-imported back into the nucleus to be assembled dynamically

on the transcribed mRNA. This property of performing the primary biogenesis in

the remote compartment presumably represents a quality control mechanism, which
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is not unique to the spliceosome and has also been observed in the maturation of

miRNA [38], snoRNA [39], and ribosomal subunits [40].

Spliceosome assembly on the pre-RNA proceeds in a dynamic cascade of multiple

protein-RNA and RNA-RNA interactions driving extensive structural and compo-

sitional rearrangements eventually shaping the splicing-prone conformation of the

pre-RNA [37, 33, 32] (Fig 2-3). The rearrangements are mostly conducted by RNA

helicases, including eight major factors (HGNC gene names are shown in parenthe-

sis): DEAD-box helicases PRP5 (DDX46), PRP28 (DDX23), UAP56 (DDX39B),

Ski2-like helicase BRR2 (SNRNP200), and DEAH-box helicases PRP2 (DHX16),

PRP16 (DHX38), PRP22 (DHX8), and PRP43 (DHX15) [37, 41]. Each rearrange-

ment is accompanied by a change in the composition of the associated splice factors

and results in a formation of a new spliceosomal complex [37].

Figure 2-4: The formation of the spliceosome catalytic core by snR-
NAs [33]. U6-ISL stands for the intramolecular stem-loop that is important for
splicing catalysis.

The preparatory step of splicing reaction consists of six stages, by the end of

which an active spliceosome is formed (B* complex). At the first stage, the U1

snRNA interacts with the 5’-splice site with the help of SR proteins and other splice

factors [42]. In these steps, the SF1 binds the branch point, and U2AF65/U2AF35

heterotrimer recognizes the polypyrimidine tract and 3’-splice site sequences, form-

ing the E complex. Subsequently, according to the studies in yeast [33], PRP5 and

UAP56 helicases catalyze the transition to the A complex, in which SF1 and U2AF

are displaced to allow U2 snRNA to bind the branch site with the adenosine being

bulged out (Fig 2-4, left) and interact with U1 snRNP. At the third stage, the pre-

assembled U4/U6.U5 tri-snRNP is recruited to the A complex, forming the pre-B
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complex in which the tri-snRNP is not stably bound [43] (Fig 2-4, middle).

In higher eukaryotes, the generation of the A and pre-B complexes is complex

because introns are much longer than exons. For example, in humans and mice, the

lengths of an intron is, on average, six times larger than the length of an exon, while

in Drosophila melanogaster this ratio is around two [3]. Therefore, splice sites are

mostly recognized in pairs across exons rather than introns through the interaction

of U1 and U2 snRNPs located in different introns flanking the same exon [44, 45].

Recent structural studies demonstrated strong similarities in the E and A complexes

formed across introns and exons but highlighted steric hindrance in the recruitment

of the U4/U6.U5 tri-snRNP to the A complex assembled around a short exon [46].

Some authors suggest that such hindrance makes the spliceosome stall at the pre-B

stage and further remodel into an intron-spanning B complex involving the upstream

5’-splice site [47].

At the next stage, the pre-B complex transforms into a pre-catalytic spliceosome

(B complex) mainly by the helicase PRP28 [43], which disrupts the base-pairing

between the U1 and the 5’-splice site and allows the latter to base-pair with the

U6 snRNA. Next, RNA helicase BRR2 unwinds the U4/U6 snRNA duplex, which

leads to the removal of the U4 snRNA [41] and allows U6 and U2 snRNAs to

fold together near the so-called internal stem-loop (ISL) in the U6 snRNA, and,

cradled by the NTC and NTR protein complexes [32], form the catalytic core of the

spliceosome within the Bact complex. However, both the branch point adenosine and

the 5’-splice site are blocked from the active site by the SF3B complex and SF3A2

protein, respectively [32]. Finally, at the sixth stage, the PRP2 helicase disrupts

the interaction of the pre-RNA with the SF3B complex and transforms the Bact into

the B* complex, although the exact mechanism of this rearrangement is currently

unknown [32, 37]. As a result, the branch point adenosine and the 5’-splice site are

docked into the catalytic core (Fig 2-4, right).

The B* complex catalyzes the first step of the splicing reaction and transforms

into the C complex. The latter further rearranges into the C* complex with the help

of the PRP16 helicase and performs the second transesterification reaction, which

yields the P (post-splicing) complex [48]. The release of the mRNA that generates
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the intron lariat spliceosome (ILS) is catalyzed by the helicase PRP22. Finally,

the ILS is disassembled by PRP43 helicase, and the U2, U5, and U6 snRNPs are

released and recycled for additional rounds of splicing [37].

Figure 2-5: Cis-elements and trans-factors of splicing [49].

All stages of the spliceosome formation are coordinated by the cis-acting en-

hancer and silencer elements recognized by the trans-acting proteins that either

stimulate or repress the spliceosome complex assembly (Fig 2-5).

Among the best studied are the so-called serine/arginine-rich (SR) proteins,

which typically stimulate both constitutive and alternative splicing upon binding

to exonic enhancer sequences [50, 19]. For example, SRSF1 and SRSF2 participate

in the formation of the E complex, where they promote the recruitment of U1 and

U2 snRNPs to the 5’- and 3’-splice sites, respectively [42, 51, 52]. In addition, their

phosphorylation/dephosphorylation cycle within the spliceosome is required for the

transition to the catalytic state [50]. Another important family of splicing factors are

the so-called heterogeneous nuclear ribonucleoproteins (hnRNPs), which, in contrast

to SR proteins, often repress spliceosomal assembly [53]. The known mechanisms of

their action include the prevention of U1 and U2AF binding to the pre-RNA at the

initial stage of the E complex formation [54, 55, 56], as well as the prevention of the

transition to the B complex [57].

The cryo-electron microscopy and spliceosome profiling experiments enables a

remarkable progress in understanding the structural and compositional rearrange-

ments of the spliceosome, revealing the formation of branching sites and open 3’-ends
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of exons within catalytically active spliceosome in vivo [58].

Recent studies identified a number of non-canonical cases, including interrupted

splicing events, in which the spliceosome stalls at the C complex, does not proceed

to the P complex, and produces non-functional transcripts that are degraded later.

They also detected recursive and nested splicing, in which the intron is excised in

several consecutive splicing reactions. These findings identified at least some of the

mechanisms behind the abundance of lowly expressed splice isoforms that show little

evolutionary conservation and are often considered as splicing aberrations or splicing

noise [59, 60]. However, aberrant splicing is inherently difficult to distinguish from

regular alternative splicing, which is often considered as a major driver of eukaryotic

proteome expansion [21].

2.3 Alternative splicing

Figure 2-6: Types of alternative splicing [49].

Alternative splicing (AS) is a mechanism that allows pre-RNA to be processed

into several different mRNAs via excision of different introns. The repertoire of AS
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events is broad, with exon skipping being the most abundant, followed by alternative

3’-splice sites, alternative 5’-splice sites, and intron retention [61, 62] (Fig 2-6).

AS abundance is tightly correlated with the organism complexity [63]. Most

eukaryotic genes undergo AS [64], but its functional role is still largely unknown,

especially outside the context of cancer-specific AS [65, 66]. Also, a popular state-

ment of a widespread extension of the proteome by AS has been recently debated,

as the evidence of translation was obtained only for 2% to 37% of alternative iso-

forms [67, 68].

The degree of specificity to particular tissues, cell types, and developmental

stages is often recognized as a proxy for AS events to be under regulation [69, 70],

and such events are generally more evolutionarily conserved [71]. The examples of

AS events observed during organ development and differentiation were found for

mesenchymal stem cell [72] and myoblast [73] differentiation, development of neural

tissues [74], heart [75], liver [76], testis [77], and other organs [66]. A recent study

systematically assessed AS patterns across pre- and post-natal development of seven

organs in six mammals and chicken [71]. It was found that brain tissues harbor the

highest number of AS isoforms specific to particular development stages, and such

isoforms are substantially more conserved between species than AS isoforms not as-

sociated with particular developmental stages. The authors of this study concluded

that the interplay between AS and gene expression programs is fundamental to or-

gan development, especially for the brain and heart. These results recapitulated

previous discoveries, which emphasized the limited tissue-specificity of AS outside

of the brain, heart, muscle, and testis tissues [78].

Tissue-specific AS relies on the competitive and synergistic interaction of tissue-

specific and ubiquitously expressed RBPs [79, 80]. Only a small fraction of RBPs

are tissue-specific, and most of them are differentially expressed in testis, brain,

liver, or muscle tissues [81]. At that, RBPs that are expressed in the nervous system

are particularly enriched with splice factors [82]. Notable examples of neural splice

factors include NOVA1/2, RBFOX1/2/3, PTBP1/2/3, and SRRM4, knockout of

which results in severe neurodevelopmental defects or lethal phenotypes [83]. How-

ever, the impact of specific neural splice variants activated by these RBPs is mostly

27



2.4. Aberrant splicing Chapter 2. Background

unknown.

Most splicing reactions occur co-transcriptionally [84, 85]. Therefore, in addition

to the differential expression and activity of splice factors, AS is extensively affected

by the RNA polymerase elongation rate [86], chromatin structure [87], DNA mod-

ifications [88], and other epigenetic factors [89]. Apart from that, the positions of

exons tend to be aligned with those of the nucleosomes [87], which may influence

exon definition.

2.4 Aberrant splicing

Despite many layers of regulation, AS is affected by noise and may result in stochas-

tic fluctuations (aberrations) of alternative isoform abundance [90, 91]. Remarkably,

less than 5% of AS events are conserved beyond mammals [64, 78]. This observation

led to a hypothesis that a sizable fraction of AS represents non-regulated random

events caused by the spliceosome errors [91, 60, 59, 92]. The spliceosome performs

exon definition and accurate splice site selection during a complex, multi-step, dy-

namic assembly process in which each step is subject to regulation. Such flexibility

yields remarkable diversity of produced alternative RNA isoforms, yet opens a large

room for random fluctuations [93].

The primary driver of the fluctuations is the fuzziness of the splicing regulator

sequences in the pre-mRNA, neither of which plays a dominant role [33]. For exam-

ple, there are many cryptic splice sites throughout the transcriptome where splicing

is not detectable despite seemingly active consensus sequences [94]. Moreover, the

base-pairing between snRNA and the 5’-splice site sequence does not require full

complementarity and may involve bulged nucleotides, thus predisposing the spliceo-

some to errors of splice site detection [95]. The outcome of the splicing reaction

is determined by the competitive and synergistic influence of many diverse regula-

tors, which adds plasticity to splicing regulation [96], but may also bring additional

stochasticity, similar to the increase of transcriptional noise by the synergetic influ-

ence of transcription enhancers and silencers [97]. In addition, somatic or germline

mutations and incorrect transcription of splicing regulatory elements also greatly
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contribute to erroneous splicing [91].

Pickrell et al. studied low abundance isoforms using a set of de novo identified

alternative 5’- and 3’-splice sites. It was estimated that in 0.7% of splicing reactions,

the spliceosome erroneously picks an evolutionarily non-conserved splice site instead

of choosing a conserved one [59]. The study also demonstrated a significant positive

correlation between the level of splicing errors and intron length, yet no association

with specific motifs. It further showed that the same motifs of splice factors enriched

in the vicinity of constitutive splice sites were also found in the vicinity of non-

conserved splice sites.

However, a sizable fraction of low abundance transcript isoforms is strictly reg-

ulated by splicing factors, thus indicating their possible implication in physiological

processes. For example, NOVA1 controls the inclusion of more than 200 NMD-

inducing cryptic exons that are normally suppressed but activated during brain

seizures [98]. Similarly, dozens of poorly conserved NMD-inducing cryptic exons are

repressed by TARDBP [99] and PTBP1/PTBP2 [100]. The loss of TARDBP is a

hallmark of neurodegenerative diseases such as amyotrophic lateral sclerosis (ALS)

and frontotemporal dementia (FTD), and the genetic mechanism behind their patho-

physiology involves cryptic splicing controlled by TARDBP [101].

2.5 Tandem alternative splice sites

TASS are a major subtype of alternative 5’- and 3’-splice sites characterized by a

close tandem arrangement of splice sites [102, 69]. About 15–25% of mammalian

genes possess TASS, and they occur ubiquitously throughout eukaryotes, in which

alternative splicing is common [102]. Most TASS are believed to originate from splic-

ing aberrations [103, 102]. Besides that, several TASS and their protein products

were experimentally shown to be functionally involved in DNA binding affinity [104],

subcellular localization [105], receptor binding specificity [106] and other molecular

processes [102].

The outcome of AS of a frame-preserving TASS on the amino acid sequence

encoded by the transcript is equivalent to that of a short genomic insertion or
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deletion (indel). Indels cause broad genetic variation in the human population and

impact human traits and diseases [107, 108]. For a different type of alternative

splicing with a similar effect on amino acid sequence, alternative microexons, it has

been demonstrated that the insertion of two amino acids may influence protein-

protein interactions in the brain of autistic patients [109]. Structural analysis of

frame-preserving genomic indels revealed that they predominantly adopt coil or

disordered conformations [110]. Likewise, frame-preserving TASS with significant

expression of multiple isoforms are overrepresented in the disordered protein regions

and are evolutionarily unfavorable in structured protein regions [111].

The two most studied classes of TASS are the acceptor NAGNAGs separated

by 3 nucleotides (nt) [69, 112, 113, 114] and the donor GYNNGYs separated by

4 nt [115]. In these TASS classes, AS is significantly influenced by the features of the

cis-regulatory sequences, but much less is known about their function, tissue-specific

expression, and regulation [115, 69, 116]. Recent genome-wide studies estimated that

at least 43% of NAGNAGs and ∼20% of GYNNGYs are tissue-specific [115, 69]. It

is believed that closely located TASS, such as NAGNAGs and GYNNGYs, originate

from the inability of the spliceosome to distinguish between closely located cis-

regulatory sequences, and, therefore, most TASS are attributed to splicing errors

or noise [115, 117, 118]. However, it is not evident from the proteomic data what

fraction of alternative splicing events and, in particular, of TASS splicing indeed

lead to the changes in the protein amino acid sequence [67, 119, 120].

2.6 Nonsense-mediated decay

Nonsense mutations and frame-disrupting splicing errors give rise to transcripts

with PTCs, which encode truncated, deleterious proteins. In eukaryotes, such tran-

scripts are selectively degraded by the translation-dependent surveillance mechanism

called the Nonsense-mediated decay (NMD) [122]. NMD is mediated by the RNA-

dependent helicase and ATPase UPF1 that binds to accessible mRNA molecules

in the cytoplasm but is displaced from the protein-coding sequences by translating

ribosomes [121, 123]. Two alternative pathways of NMD have been proposed: exon
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Figure 2-7: The molecular mechanisms of NMD [121]. a EJC-mediated NMD.
The presence of the EJC downstream from the stop codon makes the translation
termination inefficient, presumably due to the interference of interaction between
PABPC1 and the translation termination complex. UPF1 and co-factors join the
translation termination complex and interact with EJC, which leads to the phos-
phorylation of UPF1 and subsequent recruitment of mRNA decay factors. b EJC-
independent NMD can be triggered at long 3’ UTRs promoting the binding and
phosphorylation of UPF1. c Normal translation termination is presumably pro-
moted by the interaction of PABPC1 with the translation termination complex,
which precludes UPF1 binding.

junction complex (EJC)-dependent NMD and EJC-independent NMD; both path-

ways implicate UPF1 but require different co-factors and NMD-activating features

of the targeted mRNA (Fig 2-7). At that, EJC-dependent NMD is recognized as

more efficient than EJC-independent NMD [121].
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In the EJC-dependent pathway, NMD distinguishes premature from normal

translation termination by the presence of EJCs downstream from the stop codon [124,

125]. EJCs are deposited approximately 20–24 nt upstream of the exon-exon junc-

tions during pre-mRNA splicing and later displaced physically from the mRNA

sequence by translocating ribosomes [126]. EJCs that remain associated with the

mRNA after the initial round of translation serve as indicators of whether the stop

codon is premature or not because the latter is usually located in the last exon.

The presence of exon-exon junctions at least 50–55 nucleotides downstream of the

stop codon triggers NMD, the efficiency of which is increased with the distance to

the nearest exon-exon junction and the abundance of exon-exon junctions located

downstream [121]. In addition, the efficiency is modulated by the differential as-

sociation of EJCs with auxiliary proteins, such as SRSF1 [127], RNPS1 [128], and

other co-factors [121, 129]. Upon the translation termination, UPF1 and SMG1

kinase join the translation termination complex to form the so-called SURF com-

plex [130]. The key NMD-activating event is the phosphorylation of UPF1 by SMG1

that is triggered by the interaction of the SURF complex with the downstream EJC,

although the molecular mechanism of this interaction is currently not completely es-

tablished [121].

In the normal termination of translation, the interaction of UPF1 with the trans-

lation termination complex is outcompeted by the cytoplasmic poly(A)-binding pro-

tein 1 (PABPC1) bound to the poly(A) tail not far from the stop codon [131].

Conversely, a long 3’-untranslated region (UTR) may be stochastically bound by

UPF1, which results in the repression of the interaction between PABPC1 with the

translation termination complex and subsequent EJC-independent UPF1 phospho-

rylation, the molecular mechanism of which is currently unknown [121]. However,

long 3’ UTRs often contain multiple binding sites for RBPs that directly or indi-

rectly inhibit NMD [132] contributing to a weak correlation between 3’ UTR length

and the efficiency of NMD [133, 134]. The steps following UPF1 phosphorylation are

the same in EJC-dependent and EJC-independent NMD. The phosphorylated UPF1

recruits the endonuclease SMG6 and other factors causing deadenylation and decap-

ping, targeting the cleaved mRNA for degradation by cellular exonucleases [125].
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2.7 Unproductive splicing

Figure 2-8: The model of RBM10 autoregulation and cross-regulation of
RBM5 via unproductive splicing [135].

NMD serves not only as an mRNA quality control system but also as a regulatory

homeostatic mechanism to maintain the abundance of a broad class of physiological

transcripts [137, 138, 139, 140, 141]. In the mechanism, referred to as regulated

unproductive splicing and translation (RUST) [142, 143] or simply unproductive

splicing [144, 145], the cell employs AS to produce PTC-containing transcript iso-

forms in order to post-transcriptionally downregulate the expression level of the

gene [146, 144]. For example, regulated skipping of alternative exons 6 or 12 in

RBM10 transcripts and exons 6 or 16 in RBM5 transcripts leads to the repression

of the expression of RBM10 and RBM5, respectively [135] (Fig 2-8). Similarly,

PTBP1-promoted selection of a weak alternative 5’ splice site in the HPS1 gene

stabilizes its expression in all cell types except neurons and muscle cells [136] (Fig 2-

9). Unproductive splicing plays an essential role in normal and disease conditions,

including early embryonic development [139], granulocyte differentiation [147], sta-
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Figure 2-9: The model of HPS1 cross-regulation by PTBP1 via unproduc-
tive splicing [136].

bilization, and repression of oncogenic expression [148, 149].

The majority of USEs are described in genes encoding RBPs [150]. Many of

them use unproductive splicing to autoregulate their expression levels in a neg-

ative feedback loop, in which the protein product binds its own pre-mRNA and

causes alternative splicing to induce a PTC. This autoregulation takes place in al-

most all SR proteins [151], many hnRNP proteins [152, 153, 154, 155], spliceosome

components [135, 156], and even in ribosomal proteins [157, 158]. Autoregulatory

unproductive splicing is found in almost all eukaryotes studied to date and exhibits

a high degree of evolutionary conservation [159, 160, 161].

Cross-regulatory unproductive splicing networks have a different hierarchical or-

ganization compared to transcriptional networks, with a few master regulators and

many more regulatory connections among RBPs than between RBPs and other

genes [143]. These connections have been characterized for many splicing factors,

particularly for SR proteins, which coordinate their expression in a dense unpro-

ductive splicing network [151]. Cross-regulatory circuits among paralogs such as

PTBP1/PTBP2 [162, 152], SRSF3/SRSF7 [163, 164], RBM10/RBM5 [135], RB-
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FOX2/RBFOX3 [165], hnRNPD/ hnRNPDL [155], and hnRNPL/hnRNPLL [166]

are particularly abundant, but unproductive splicing also extends beyond RBPs and

shapes the transcriptional landscape in other gene classes [150]. Remarkably, the

relationship between the expression of the NMD isoform and the mRNA or pro-

tein levels in many cases is complex due to indirect connectivities in the regulatory

network [154, 167, 168, 169]. Tissue specificity of unproductive splicing has been

studied only for a handful of cases [150], including the regulation of neural-specific

expression of the postsynaptic proteins DLG4 and GABBR1 that is controlled by

PTBP1 and PTBP2 [170, 171, 172], which are also discussed here.
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Chapter 3

Thesis Objectives

The main goal of this project is to identify tissue-specific aberrant splicing events,

including TASS and USEs, and predict mechanisms of their regulation. The aims

of this project are subdivided into the following groups:

� genome-wide identification of human TASS and characterization of their tissue-

specific expression;

� characterization of TASS evolutionary signatures and the impact of TASS on

protein structure;

� prediction of TASS regulation by RBPs;

� characterization of tissue-specific expression and regulation of experimentally

validated USEs;

� prediction of novel tissue-specific USEs and mechanisms of their regulation by

RBPs;
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Chapter 4

Materials and Methods

Throughout this work, the GRCh37 (hg19) primary assembly of the human genome

sequence is used. It was downloaded from the UCSC genome browser [173].

4.1 Tandem alternative splice sites

4.1.1 The catalogue of TASS

The annotated splice sites

To identify the annotated splice sites, the internal boundaries of non-terminal ex-

ons were extracted from the comprehensive annotation of the GENCODE database

v19 [174] and from UCSC RefSeq database [175]. The union of these sets yielded

569,694 annotated splice sites (Table A.1, A).

Expressed splice sites

The RNA-seq data from 8,548 samples in the GTEx Consortium v7 data was ana-

lyzed as before [176]. Short reads were mapped to the human genome using STAR

aligner v2.4.2a in two-pass mode by the data providers allowing for the identification

of both annotated and de novo splice junctions [177]. Split reads supporting splice

junctions were extracted using the IPSA package with the default settings [178]

(Shannon entropy threshold 1.5 bit). At least three split reads in at least two

samples from different tissues were required to call the presence of a splice site.
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Samples of EBV-transformed lymphocytes and transformed fibroblasts and samples

with aberrantly high number of split reads were excluded. Only split reads with the

canonical GT/AG dinucleotides were considered. Germline polymorphisms (SNPs,

deletions and insertions) located within the splice site or within 35 nt of adjacent

exonic regions were identified. Splice sites that were expressed exclusively in the

samples, in which a polymorphism was present but absent in the other samples,

were excluded to avoid split read misalignment caused by the discrepancy between

the reference genome and the individual genotypes. This filtration removed 1.15%

of expressed splice sites that were supported by 0.3% of the total number of split

reads. As a result, 794,646 expressed splice sites were obtained (Table A.1, A).

Cryptic splice sites

The SpliceAI software [179] was used to scan the canonical transcriptome sequences

and select splice sites with splice probability score greater than 0.1. According to

the data provided by SpliceAI authors, at least 95% of exons having percent-spliced-

in (Ψ) value (see below) below 0.1 are flanked by splice sites that fall below this

score threshold. Splice sites that were previously called expressed or annotated were

excluded resulting in a list of 607,639 cryptic splice sites (Table A.1, A).

CAGGTAAGTGT AG AGAG

TASS cluster 

(donor)

TASS cluster 

(acceptor)

≤30 ≤30≤30

>30

standalone

annotated, not expressed

splice sites:

cryptic

annotated

de novo
expressed

Figure 4-1: TASS clusters. Splice sites are categorized as annotated (GENCODE
and Refseq), de novo (inferred from RNA-seq) or cryptic (detected by SpliceAI).
TASS clusters consist of splice sites of the same type (donor or acceptor) such that
each two consecutive ones are within 30 nt from each other.
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4.1.2 TASS clusters

A TASS cluster was defined as a set of at least two splice sites of the same type

(either donor or acceptor) such that each two successive splice sites are within 30 nt

from each other (Fig 4-1). The number of splice sites in a TASS cluster will be

referred to as cluster size. According to this definition, each splice site can belong

either to a TASS cluster of size two or larger, or be a standalone splice site.

miSS

- maSS

Figure 4-2: maSS and miSS. The expression of the major splice sites (maSS , i.e.
rank 1) and minor splice sites (miSS, i.e. rank two or higher). Top: the cumulative
distribution of 𝑟𝑛, the number of split reads supporting maSS and miSS. Bottom:
the cumulative distribution of 𝑟𝑛 relative to the sum of 𝑟𝑛 and 𝑟1.

A TASS cluster and all its constituent splice sites were categorized as coding
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if the cluster contained at least one non-terminal boundary of a coding exon, and

non-coding otherwise. Thus, non-coding splice sites are located in UTRs of protein-

coding transcripts or in other transcript types such as long non-coding RNA. Splice

sites were ranked based on the total number of supporting split reads. The splice site

strength was assessed by MaxEntScan software [180], which computes a similarity

metric between the splice site sequence and the consensus sequence. The higher

MaxEnt scores correspond to splice site sequences that are closer to the consensus.

maSS

miSS 𝜑 =
3

3 + 4

Figure 4-3: The definition of the 𝜑 value exemplified. A hypothetical maSS is
supported by 4 split reads, while a hypothetical miSS is supported by 3 split reads,
resulting in the 𝜑 value of 3/7.

4.1.3 Major and minor splice sites

After pooling together the read counts from all 8,548 GTEx samples, the splice sites

within each TASS cluster were ranked by the number of supporting reads (Fig 4-2,

top). The dominating splice site (rank 1, also referred to as major splice site, or

maSS) is expressed at a substantially higher level compared to splice sites of rank 2

or higher (referred to as minor splice sites, or miSS); within TASS clusters, miSS are

expressed several orders of magnitude weaker relative to maSS (Fig 4-2, bottom).

To quantify the relative usage of a miSS, I introduced the metric 𝜑 that takes

into account only one end of the split read. It is defined as the number of split reads

supporting a miSS as a fraction of the combined number of split reads supporting

miSS and maSS. In contrast to the conventional percent-spliced-in (PSI, Ψ) metric
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for exons [178], 𝜑 measures the expression of a miSS relative to that of the corre-

sponding maSS and takes into account only one end of the supporting split read

(Fig 4-3).

4.1.4 Response of TASS clusters to NMD inactivation

To assess the response of TASS clusters to the inactivation of NMD, I used RNA-seq

data from the experiments on co-depletion of UPF1 and XRN1, two key components

of the NMD pathway [181]. Short reads were mapped to the human genome using

STAR aligner v2.4.2a with the default settings. The read support of splice sites

was called by IPSA pipeline as before (see section 4.1.1). TASS in which the major

splice site was supported by less than 10 reads were discarded. The response of a

miSS to NMD inactivation was measured by 𝜑𝐾𝐷 − 𝜑𝐶 , where 𝜑𝐾𝐷 is the relative

expression in KD conditions and 𝜑𝐶 is the relative expression in the control.

4.1.5 Expression of miSS in human tissues

Significantly expressed (significant) miSS

The number of reads supporting a splice site can be used for presence/absence calls;

however it depends on the local read coverage in the surrounding genomic region

and on the total number of reads in the sample [182, 183]. A good proxy for these

confounding factors is the number of reads supporting the corresponding maSS.

Therefore, I quantified the expression of miSS relative to maSS and selected miSS

that are expressed at significantly high level at the given maSS expression level,

separately in each tissue. Since the number of reads often exhibits an excess of

zeros, I treated the total number of reads supporting a miSS (𝑟𝑚𝑖𝑆𝑆) in each tissue

as a zero-inflated Poisson random variable with the parameters (�̂�(𝑟𝑚𝑎𝑆𝑆), �̂�(𝑟𝑚𝑎𝑆𝑆))

which depend on the number of reads supporting the corresponding maSS (𝑟𝑚𝑎𝑆𝑆),

i.e.
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�̂� = 𝑎0𝑟
𝑎1
𝑚𝑎𝑆𝑆 (4.1)

�̂� = logit−1(𝑏0 + 𝑏1𝑟𝑚𝑎𝑆𝑆). (4.2)

I estimated the parameters 𝑎0, 𝑎1, 𝑏0, and 𝑏1 separately in each tissue using zero-

inflated Poisson (ZIP) regression model [184], computed the expected value of 𝑟𝑚𝑖𝑆𝑆

for each miSS given the value of 𝑟𝑚𝑎𝑆𝑆, and assigned a P-value for each miSS as

follows:

P-value = 1 − (𝐶𝐷𝐹𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑟𝑚𝑖𝑛, �̂�)(1 − �̂�) + �̂�). (4.3)

To account for multiple testing, I converted the matrix of P-values for all miSS

in all tissues to a linear array and estimated the false discovery rate by the Q-value

method [185]. A miSS was called as significantly expressed (or, shortly, significant)

if it had the Q-value below 5% and 𝜑 value greater than 0.05 in at least one tissue.

Tissue-specific miSS

The level of expression of a miSS relative to its corresponding maSS is reflected by

the 𝜑 metric. To identify tissue-specific miSS among significantly expressed miSS,

I analyzed the variability of the 𝜑 metric between and within tissues using the

following linear regression model. For each significant miSS individually, 𝑟𝑚𝑖𝑆𝑆 was

modelled as a function of 𝑟𝑚𝑎𝑆𝑆 by the equation

𝑟𝑚𝑖𝑆𝑆 = 𝑎0𝑟𝑚𝑎𝑆𝑆 +
∑︁
𝑡

𝑎𝑡𝐷𝑡𝑟𝑚𝑎𝑆𝑆, (4.4)

where 𝐷𝑡 is a dummy variable corresponding to the tissue 𝑡. The slope 𝑎𝑡 in this

model can be interpreted as the change of the miSS relative usage in tissue 𝑡 with

respect to the tissue average, i.e.,
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̂︀𝜑𝑡𝑖𝑠𝑠𝑢𝑒−𝑎𝑣𝑒𝑟𝑎𝑔𝑒 =
�̂�0

1 + �̂�0
(4.5)

̂︀𝜑𝑡 =
�̂�0 + �̂�𝑡

1 + �̂�0 + �̂�𝑡
(4.6)

∆̂︀𝜑𝑡 =
�̂�𝑡

(1 + �̂�0 + �̂�𝑡)(1 + �̂�0)
. (4.7)

The significance of tissue-specific changes of 𝜑 represented by 𝑎𝑡 can also be

estimated using this linear model. This allows assigning P-values (and Q-values) to

𝑎𝑡 for each miSS in each tissue. In order to filter out significant, but not substantial

changes of tissue-specific miSS expression, I required the Q-value corresponding to

𝑎𝑡 be below 5% and the absolute value of ∆𝜑𝑡 be above 5%; a miSS satisfying

these conditions was called tissue-specific in the tissue 𝑡. A miSS was called tissue-

specific if it was specific in at least one tissue. Additionally, the sign of 𝑎𝑡 allows to

distinguish upregulation (𝑎𝑡 > 0) or downregulation (𝑎𝑡 < 0) of a miSS in the tissue

𝑡.

4.1.6 Regulation of miSS by RBP

RNA-seq data from the experiments on the depletion of 248 RBPs in two human cell

lines (K562 and HepG2) were downloaded from ENCODE portal website in BAM

format [186]. Short reads were mapped to the human genome using STAR aligner

v2.4.0k [177]. Out of 248 RBPs, I left only those for which eight samples were

present: two KD and two control samples for each of the two analyzed cell lines.

Additionally, I required the presence of at least one publicly available enhanced

crosslinking and immunoprecipitation (eCLIP) experiment [187] for each RBP. This

confined the list of potential regulators to 103 RBPs (Table A.2).

I used rMATS-turbo v.4.1.0 [188] in novelSS mode to identify both novel and

annotated alternative splicing events between KD and control samples for each RBP

in each cell line. The minimum intron length and the maximum exon length were

set to 10 and 1000, respectively. Since the definition of Ψ value for alternative donor

and acceptor splice sites in rMATS pipeline corresponds to the definition of 𝜑 value,
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Figure 4-4: The response of a miSS to inactivation of an RBP in K562 (x-
axis) and HepG2 (y-axis) cell lines. Fractions of significant miSS-RBP pairs in
each quadrant are shown (the fractions are summed to 100%).

I used the rMATS output to directly extract ∆𝜑𝐾𝐷 values and P-values. I obtained

Q-values for 9,303 significantly expressed miSS in each RBP and cell line. In order

to filter out significant, but not substantial changes of miSS expression between KD

and control samples, I required the Q-value be below 5% and the absolute value of

∆𝜑𝐾𝐷 be above 0.05 in both HepG2 and K562 cell lines. As a result, I obtained 221

significant RBP-miSS pairs, of which 65 pairs (29%) showed a discordant response to

KD between cell lines (Fig 4-4). These cases were excluded, and 156 RBP-miSS pairs

(101 pairs with ∆𝜑𝐾𝐷 > 0 and 55 pairs with ∆𝜑𝐾𝐷 < 0) were kept for downstream

analysis of miSS-RBP-tissue triples.

The gene read counts data was downloaded from GTEx (v7) portal on 08/05/2020 [189]

and processed by DESeq2 package using apeglm shrinkage correction [190]. Differ-

ential expression analysis was done for each tissue against all other tissues. The

P-values for 103 RBPs in each tissue were adjusted for FDR using Q-value [185].

An RBP was classified as tissue-specific if the Q-value in the corresponding tissue

was below 5% and the absolute value of log2 fold change was larger than 0.5. A

46



Chapter 4. Materials and Methods 4.1. Tandem alternative splice sites

tissue-specific RBP was considered upregulated in tissue 𝑡 (∆𝑅𝐵𝑃𝑡 > 0) if the log2

fold change value was positive and downregulated (∆𝑅𝐵𝑃𝑡 < 0) if the log2 fold

change value was negative. As a result, I obtained 1,115 RBP-tissue pairs (388

upregulated pairs and 727 downregulated pairs).

A

tissue

miSS

RBP

(∆𝜑𝑡, ∆𝑅𝐵𝑃𝑡, ∆𝜑𝐾𝐷)

GTEx shRNA RBP KD
B ∆𝜑𝐾𝐷 < 0

∆𝜑𝑡

− +

∆
𝑅
𝐵
𝑃
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Figure 4-5: Characterization of miSS-RBP-tissue triples (A) Each miSS-
RBP-tissue triple is characterized by three metrics: (∆𝜑𝑡, the change of miSS relative
usage in tissue 𝑡; ∆𝑅𝐵𝑃𝑡, the change of the RBP expression in tissue 𝑡; and ∆𝜑𝐾𝐷,
the change of miSS relative usage upon inactivation of RBP by shRNA-KD. (B)
The response of miSS to RBP inactivation defines activating (∆𝜑𝐾𝐷 < 0, red) and
repressing (∆𝜑𝐾𝐷 > 0, blue) regulation, which together with other metrics define
co-directed and anti-directed triples.

I obtained 14,005 miSS-tissue pairs (6,265 upregulated pairs and 7,740 downreg-

ulated pairs) in the analysis of tissue-specific expression of miSS. The intersection

of this set with RBP-tissue pairs and RBP-miSS pairs resulted in a list of 256 miSS-

RBP-tissue triples that were characterized by three parameters, ∆𝜑𝑡, ∆𝑅𝐵𝑃𝑡, and

∆𝜑𝐾𝐷, where ∆𝜑𝑡 is the change of the miSS relative usage in the tissue 𝑡, ∆𝑅𝐵𝑃𝑡

is the change of the RBP expression in the tissue 𝑡, and ∆𝜑𝐾𝐷 is the response of

miSS to RBP inactivation by shRNA-KD (Fig 4-5, A). I classified a miSS-RBP-

tissue triple as co-directed if the correlation between RBP and miSS expression was

concordant with the expected direction of miSS expression changes from shRNA-

KD (e.g., if ∆𝜑𝑡 > 0, ∆𝑅𝐵𝑃𝑡 > 0 and ∆𝜑𝐾𝐷 < 0) and anti-directed otherwise

(Fig 4-5, B). That is, in co-directed triples the direction of regulation in the ob-

served correlation and in the shRNA-KD coincide, and in anti-directed triples they
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are opposite.

The eCLIP peaks, which were called from the raw data by the producers, were

downloaded from ENCODE data repository in bed format [191, 192]. The peaks in

two immortalized human cell lines, K562 and HepG2, were filtered by the condition

log𝐹𝐶 ≥ 3 and P-value < 0.001 as recommended [187]. Since the agreement

between peaks in the two replicates was moderate (the median Jaccard distance

25% and 28% in K562 and HepG2, respectively), I took the union of peaks between

the two replicates in two cell lines, and then pooled the resulting peaks. The presence

of eCLIP peaks was assessed in the ±20 nt vicinity of a miSS position.

I downloaded the PTBP1 overexpression data [193] (2 full-length PTBP1 over-

expression samples, 4 control samples) from NCBI SRA archive in FASTQ format

under the accession number SRP059242. As before, short reads were mapped to

the human genome using STAR aligner v2.4.2a with the default settings. I used

rMATS-turbo v.4.1.0 with the same approach as I used for shRNA-KD data to in-

fer ∆𝜑𝑃𝑇𝐵𝑃1−𝑂𝐸 values and associated P-values and Q-values for 9,303 significantly

expressed miSS.

4.1.7 Expression and regulation of miSS in primary cells

Primary cell transcriptome data (94 RNA-seq experiments) from 19 tissues of ori-

gin were downloaded from ENCODE portal website in BAM format [194, 186].

Each sample was assigned to one of the 9 cell types (mesenchymal smooth mus-

cle cells, endothelial cells, epithelial cells, cardiomyocytes, fibroblasts, melanocytes,

stem cells, preadipocytes, skeletal muscle cells) according to metadata. Short reads

were mapped to the human genome by the data providers using STAR aligner

v2.3.1z [177]. The read support of splice sites was called by IPSA pipeline as before

(see section 4.1.1). The identification of cell-type-specific and tissue-of-origin-specific

miSS was done using linear regression as before (see section 4.1.5). The 𝜑 values

were calculated for 9,303 significantly expressed miSS in each sample requiring at

least one of 𝑟𝑚𝑖𝑆𝑆 and 𝑟𝑚𝑎𝑆𝑆 values to be greater than 20 for positive 𝜑 values and

substituting the 𝜑 values with zero otherwise. Pearson correlation coefficient was

used as a measure of similarity of miSS expression profiles. Gene expression pro-
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files were assessed by the data providers using RSEM v.1.2.19 [195]. Read counts

were library size-corrected using the DESeq2 package [196]. From the gene set, I

selected 103 RBPs introduced before (see section 4.1.6). MiSS-RBP-cell type triples

and miSS-RBP-tissue triples were obtained as before by merging PROMO miSS

and RBP expression data with the responses of miSS to shRNA-KD of RBP. A

miSS-RBP-cell type (miSS-RBP-tissue) triple was defined co-directed if the sign of

the Spearman correlation coefficient of miSS expression and RBP expression within

samples of this cell type (tissue) coincided with the expected sign of correlation in-

ferred from shRNA-KD of RBP. For example, if the miSS is upregulated in the KD

of RBP, the expected sign of the correlation would be negative.

4.1.8 Evidence of miSS translation in Ribo-Seq data

The global aggregate track of Ribo-Seq profiling, which tabulates the total number

of footprint reads that align to the A-site of the elongating ribosome, was down-

loaded in BIGWIG format from GWIPS-viz Ribo-Seq genome browser [197]. It was

intersected with TASS coordinates to obtain position-wise Ribo-Seq signal for miSS

and maSS. The analysis was carried out on the intronic miSS in TASS clusters of

size two. For each miSS, the relative Ribo-Seq support was calculated as

𝑅𝑆 =
#𝑟𝑒𝑎𝑑𝑠𝑚𝑖𝑆𝑆

#𝑟𝑒𝑎𝑑𝑠𝑚𝑖𝑆𝑆 + #𝑟𝑒𝑎𝑑𝑠𝑚𝑎𝑆𝑆

, (4.8)

where #𝑟𝑒𝑎𝑑𝑠𝑚𝑖𝑆𝑆 and #𝑟𝑒𝑎𝑑𝑠𝑚𝑎𝑆𝑆 are the number of Ribo-Seq reads supporting

the first exonic nucleotide of miSS and maSS, respectively. Higher values of 𝑅𝑆

indicate stronger evidence of translation.

4.1.9 Structural annotation of miSS

All amino acids that are lost or gained due to using miSS instead of maSS were struc-

turally annotated with respect to their spatial location in protein three-dimensional

structure using StructMAn [198]. As a control, all amino acids in all isoforms of

the human proteome were structurally annotated as well. Briefly, the procedure of

structural annotation consists in mapping a particular amino acid onto all experi-
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mentally resolved three-dimensional structures of proteins that are homologous to a

given human isoform. The mapping is done by means of pairwise alignment of the

respective protein sequences. Then, the spatial location of the corresponding amino

acid residue in the structure is analyzed in terms of proximity to other interaction

partners (other proteins, nucleic acids, ligands, metal ions) and propensity to be ex-

posed to the solvent or be buried in the protein core. Such annotations from different

homologous proteins are then combined while taking into account sequence similar-

ity between the query human isoform and the proteins with the resolved structures,

alignment coverage, and the quality of the experimental structure. This procedure

resulted in structural annotations for 23,095,050 amino acids from 88,573 protein

isoforms.

Further, a correspondence between 86,647 UniProt protein identifiers and 106,403

ENSEMBL transcripts identifiers was established, discarding 3,194 transcripts that

had ambiguous mappings [199]. Custom scripts were used to map 23,095,050 amino

acids within structural annotation of UniProt entries to the human transcriptome

and, furthermore, to the human genome using ENSEMBL transcript annotation.

This procedure yielded 17,093,614 non-redundant genomic positions since some

UniProt entries correspond to alternative isoforms of the same protein, and thus

some amino acids from different entries can map to the same nucleotide in the

genome. At that, positions that had ambiguous structural annotation from different

transcripts were discarded.

Unlike maSS and exonic miSS, most of the intronic miSS are located outside of

ENSEMBL transcripts and thus can not be directly classified based on the structural

annotation. However, the structural annotation of exonic miSS coincides with that

of the respective maSS in most cases (Fig A-1). I therefore assumed that the short

distance between maSS and miSS allows to assign the structural annotation of the

first exonic nucleotide of a maSS to all miSS including miSS located in introns.

Under this assumption, the structural annotation was defined for 6,879 out of 12,667

frame-preserving expressed miSS in the coding regions.

Protein coordinates of predicted short linear motifs (SLiMs) were extracted from

the ELM database [200] and mapped to genomic coordinates as described above.
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Regions between maSS and miSS (miSS indels) were compared with nearby exonic

regions defined as the regions of the same length as miSS indels but located in the

adjacent exons on the distance equal to the indel length. A SLiM is recognized to

overlap with a particular region (miSS indel of nearby exonic region) if its genomic

projection overlaps at least one exonic nucleotide.

Homology modeling of 3D protein structures was performed in I-TASSER web

server with default parameters [201]. I used the FoldX Stability tool [202] to assess

the total energy required to fold the proteins from their unfolded state with default

parameters. Computational alanine-scanning mutagenesis was performed in BAlaS

web server [203] with default parameters.

4.1.10 Evolutionary selection of miSS

Splice sites of annotated human transcripts were extracted from the comprehensive

annotation of the human transcriptome (GENCODE v19 and NCBI RefSeq) using

custom scripts [204, 175]. Internal boundaries of non-terminal exons (excluding

splice sites overlapping with TASS clusters) were classified as constitutive splice sites

if they were used as splice sites in all annotated transcripts. Position weight matrices

were used to build consensus sequences for donor and acceptor constitutive splice

sites as described in [205, 206]. Orthologs of the annotated human splice sites were

identified in multiple sequence alignment of 46 vertebrate genomes with the human

genome (GRCh37), which was downloaded from the UCSC Genome Browser in MAF

format [173]. The alignments with marmoset and galago (bushbaby) genomes were

extracted from MAF, and the alignment blocks were concatenated. The genomic

sequence of splice sites in the common ancestor of human and marmoset with galago

as an outgroup was reconstructed by parsimony [207]. Only splice sites with the

canonical GT/AG dinucleotides in all three genomes were considered. The analysis

was further confined to TASS clusters of size two, in which only intronic miSS were

considered to avoid the confounding effect of selection acting on the coding sequence

in exonic miSS. This procedure resulted in 34,550 TASS (17,275 maSS and 17,275

miSS) in the coding regions.

To estimate the strength of evolutionary selection acting on the consensus (Cn)
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Figure 4-6: Evolutionary selection of miSS. (A) The definition of the consensus
(Cn) and non-consensus (Nc) nucleotide variants in the donor splice site. The defini-
tion for acceptor splice site is similar. (B) The evolutionary tree used to reconstruct
the ancestral sequence of human and marmoset. (C) The computation of O and E
statistics.

and non-consensus (Nc) nucleotides (Fig 4-6, A), a previously developed method

was used with several modifications [208]. The frequency of Cn-to-Nc (or Nc-to-

Cn) substitutions at different positions relative to the splice site (observed, 𝑂) were

compared with the background frequencies of the corresponding substitutions in

neutrally-evolving intronic regions (expected, 𝐸) (Fig 4-6, B, C). The ratio of ob-

served to expected (𝑂/𝐸) equal to one indicates neutral evolution (no selection);

𝑂/𝐸 > 1 indicates positive selection; 𝑂/𝐸 < 1 indicates negative selection. At that,

only intronic positions from the positions +3 to +6 for the donor splice sites and

positions from -24 to -3 for the acceptor splice sites were considered (the canonical

GT/AG dinucleotides were excluded as they were required to be conserved). The

substitution counts were summed over all positions in these ranges. Furthermore,

splice sites from the human genome were mapped onto the ancestral genome us-
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ing MAF alignments but the substitutions were analyzed in the marmoset lineage,

where the substitutions process goes independently from the human lineage (Fig 4-6,

B). This approach mitigates the systematic underrepresentation of Cn-to-Nc substi-

tutions and the overrepresentation of Nc-to-Cn substitutions in the human lineage

leading to artificial signs of strong positive and negative selection in cryptic and not

significant miSS (Fig A-2) [208]. Constitutive splice sites were matched to maSS

(miSS) by the ancestral strength using random sampling from the set of constitu-

tive splice sites without replacement and requiring the strength difference not to be

larger than 0.01.

4.1.11 Allele frequencies of SNPs in the vicinity of miSS

Germline SNPs located within [-35 nt, +6 nt] for the donor miSS and within [-21 nt,

+35 nt] for the acceptor miSS were identified in GTEx and 1000 Genomes [108]

data. Allele frequencies of the SNPs were obtained using vcftools [209] and custom

scripts. For comparison of allele frequencies between different miSS categories, the

maximum allele frequency of SNPs related to each of the miSS was calculated.

4.1.12 Mixture model for the estimation of the fraction of

noisy miSS

Figure 4-7: Estimation of the 95% confidence interval of 𝛼 for different
expression categories of miSS.

The mixture model to estimate the fraction of noisy splice sites was constructed

as follows. Denote by 𝑘 the size of the sample of interest (tissue-specific miSS,
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significant non-tissue-specific miSS, non-significantly expressed miSS, or maSS). It

is assumed that the sample of interest is a mixture of two subsamples, 𝛼𝑘 splice

sites from the negative set (cryptic splice sites, which demonstrate no evidence of

selection, Fig A-2) and (1 − 𝛼)𝑘 splice sites from the positive set (all constitutive

splice sites). For every 𝛼 in the range from 0 to 1 with the step 0.0033, I sample

randomly 𝛼𝑘 elements from the negative set and (1−𝛼)𝑘 elements from the positive

set 300 times and construct the joint frequency distribution of 𝛼 and 𝑂/𝐸. To

obtain the marginal (conditional) distribution corresponding to the observed value

of 𝑂/𝐸 in the actual set of interest, I use an infinitesimal margin 𝜖 to compute the

empirical probability density in (𝑂/𝐸 − 𝜖, 𝑂/𝐸 + 𝜖), and take the limit 𝜖→ 0 using

the linear regression model 𝑝 = 𝛽0 +𝛽1 +𝜖. The quantiles were calculated for every 𝜖

in the range from 0.025 to 0.5 with the step 0.005 (Fig 4-7). The interval estimates

of 𝛼 are inferred from the 2.5% and 97.5% quantiles.

4.2 Unproductive splicing

4.2.1 Unproductive splicing events

In this part, the GRCh37 (hg19) assembly of the human genome was used along with

the comprehensive gene annotation (v35lift37) from GENCODE [174]. The coordi-

nates of exons, introns, and stop codons were extracted from transcripts labeled as

protein-coding and NMD to identify AS event types shown in Fig 4-8. Among them,

USEs were characterized by PTCs that were located within or downstream of the

AS event, with the exception of poison exons and intron detention that can trigger

NMD by inducing splice junctions in 3’ UTR. As a result, I obtained a stringent

set of 5,309 USEs (Table A.3) and 38,396 AS events that didn’t generate an NMD

isoform.

4.2.2 Quantification of AS

STAR v2.4.2a alignments [177] of short reads in 8551 samples from the GTEx Con-

sortium v7 [176] (excluding samples from transformed cells and testis) were obtained
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Figure 4-8: USE classes. An USE is referred to as poison/essential if the NMD iso-
form (red) represents an insertion/deletion compared to the protein-coding isoform
(blue). PTCs are colored in bright red.

from dbGaP website in BAM format under the accession number phs000424/GRU.

Split reads supporting splice junctions as well as non-split reads supporting intron

retention were extracted from BAM files using the IPSA package with the default

settings [178].

In the GTEx samples, the splicing rate was estimated from split-read counts

computed by the IPSA pipeline using the 𝜓 (percent-spliced-in, PSI) metric, defined

as the number of reads supporting the NMD isoform as a fraction of the combined

number of reads supporting the NMD isoform and the protein-coding isoform (Fig 4-

8). For uniformity, the 𝜓 metric was defined with respect to the NMD isoform, i.e.,

𝜓 = 1 for a poison exon assumes that it is 100% included, but 𝜓 = 1 for an essential

exon assumes that it is 100% skipped. Only 𝜓 values with the denominator of at
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least 15 were considered reliable. Further, I discarded AS events if the lower and

the upper quartiles of the 𝜓 distribution in GTEx samples coincided, or if 𝜓 values

were missing in more than 80% of samples of a particular tissue.

The results of RBP perturbation experiments followed by RNA-seq (Table A.4),

including knockdown (KD), knockout (KO), and overexpression (OE), and the re-

sults of NMD inactivation experiments (Table A.5) were downloaded from the EN-

CODE portal and the SRA archive in BAM and FASTQ formats [210]. Short reads

in FASTQ files were mapped to the GRCh37 assembly of the human genome using

STAR-2.7.7a aligner in two-pass mode with the following options:

--outSJfilterOverhangMin 20 8 20 20

--alignSJDBoverhangMin 8

--outFilterMismatchNmax 999

--outFilterMismatchNoverReadLmax 0.1.

In differential splicing analysis, BAM files were processed with rMATS v.4.1.1 [188]

with the following parameters: --novelSS --mil 10 --mel 10000 --libType fr-unstranded

--variable-read-length. Only JC output files were used, i.e. differential splicing anal-

ysis did not involve reads mapped within exons. In NMD inactivation experiments, I

adjusted rMATS 𝑃 -values for testing multiple USEs using the Benjamini-Hochberg

method (FDR) and recognized an USE as targeted by NMD if ∆𝜓 was significantly

greater than zero at FDR < 0.05.

4.2.3 Gene expression quantification and analysis

In the GTEx samples, the local gene expression level of an USE was defined as

the denominator of its 𝜓 ratio, which reflects the abundance of short reads in the

vicinity of the AS event and allows estimation of gene expression changes that are

independent of AS acting globally in the gene, however at the cost of higher stochas-

ticity. In contrast, the global gene expression level was defined as the total number

of reads mapped to a gene that harbors an USE (counts obtained from the GTEx

portal). Both local and global gene expression values were normalized according

to the DESeq2 methodology with a pseudocount of 8 [196]. Namely, each row of

the expression matrix, whose columns correspond to samples and rows correspond
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to genes, was divided by the row median. The size factor 𝑠𝑓𝑘 of the sample 𝑘 was

estimated as the median of the 𝑘-th column. Each gene expression value was di-

vided by 𝑠𝑓𝑘 and log2-transformed. The resulting expression values were centered

by subtracting the median over all samples. The normalized local and global gene

expression levels are denoted by 𝑒𝑙 and 𝑒𝑔, respectively.

To evaluate differential gene expression in the RBP perturbation and NMD in-

activation experiments, the read counts were extracted from the respective BAM

files using RNASeQC utility [211] and processed with DESeq2 package [196] with

apeglm shrinkage correction [190]. In each RBP perturbation experiment, I checked

that RBP expression indeed changed upon perturbation in the intended direction,

i.e. decreased upon KD or KO and increased upon OE; otherwise, the experiment

was excluded from the analysis.

4.2.4 Unproductive splicing and gene expression

To detect the decrease of gene expression that was accompanied by the activation of

the NMD isoform in GTEx, I compared gene expression levels in the 25% of samples

with the highest 𝜓 value (the upper quartile) vs. the 25% of samples with the lowest

𝜓 value (the lower quartile) for each USE. Namely, I estimated the medians of 𝑒𝑙

and 𝑒𝑔 in these sample groups and compared them using the Mann-Whitney sum of

ranks test with continuity correction. The statistical significance of the differences

in 𝑒𝑙 and 𝑒𝑔 between the two groups (denoted as ∆𝑒𝑙 and ∆𝑒𝑔) was interpreted by

𝑧-scores associated to the U-statistic of the test.

Next, I determined the features that distinguish USEs from protein-coding AS

events. First, I selected the events, in which both 𝑒𝑙 and 𝑒𝑔 were positive (positive

set) and those, in which both 𝑒𝑙 and 𝑒𝑔 were negative (negative set). In most cases,

the negative set was substantially larger among USEs compared to protein-coding

AS events (Fig A-3, A). Next, I compared the distributions of five parameters in

the negative set for USEs and protein-coding AS events using the positive set as a

control (Fig A-3, B-I). I found that the most remarkable feature that distinguished

USEs and protein-coding AS events was the 𝑧-score of the global gene expression

level. Additionally, I checked that gene expression levels don’t show a significant
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Figure 4-9: The dependence of the median 𝑒𝑔 and 𝑒𝑙 values on 𝜓 in protein-
coding AS events. The scatter plots represent median 𝑒𝑔 (left) and 𝑒𝑙 (right)
values in genes hosting AS events, which were subdivided into 20 bins of equal size
according to their values. None of the AS classes shows a significant dependence of
median 𝑒𝑔 and 𝑒𝑙 values on 𝜓 (FDR ≥ 0.05).

dependence on 𝜓 value for AS events in protein-coding genes (Fig 4-9).

4.2.5 Tissue specificity of USEs

Each USE was characterized by three parameters, 𝜓, 𝑒𝑙, and 𝑒𝑔. In each sample, I

computed the deviations of these three metrics from their respective medians across

all GTEx samples (pooled medians) and performed a sign test (𝐻0 : 𝑝 = 0.5) in

each tissue to statistically evaluate the number of positive and negative deviations.

As a result, I obtained 𝑃 -values adjusted for testing of multiple tissues using the

Benjamini-Hochberg false discovery rate (FDR) and the sign of the deviation of the
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tissue median from the pooled median for 𝜓, 𝑒𝑙, and 𝑒𝑔. After discarding the tissues,

in which 𝑒𝑙 and 𝑒𝑔 had opposite signs, I selected tissues, in which the deviations of

𝜓, 𝑒𝑙, and 𝑒𝑔 were significant (FDR < 0.05) and categorized them into two groups by

𝜓 and 𝑒𝑔 having the same or the opposite signs. One-sided departures from the null

hypothesis that deviations with the same and the opposite signs are equally likely

were assessed using a binomial test, and the resulting 𝑃 -values were adjusted for

testing multiple USEs using the Benjamini-Hochberg FDR. USEs with FDR < 0.1

were considered tissue-specific.

4.2.6 Identification of regulators in tissue-specific USEs

The assessment of differential splicing by rMATS was carried out separately for

each RBP perturbation experiment (Table A.4). For uniformity, I used ∆𝜓 values

reflecting the difference in the NMD isoform splicing rates between the high RBP

condition and the low RBP condition (Control vs. KD, Control vs. KO, and OE

vs. control). Only 𝜓 estimates with the read support of at least 15 and |∆𝜓| ≥ 0.1

were considered. Consequently, each USE was characterized by ∆𝜓 values, one for

each perturbation experiment, and their respective 𝑃 -values corrected for multiple

testing using the Benjamini-Hochberg FDR. Similarly, each USE was characterized

by the global gene expression changes ∆𝑒𝑔, one for each perturbation experiment,

and their associated 𝑃 -values adjusted for multiple testing.

To account for the fact that some RBPs had only one perturbation experiment,

while others had many, the values of ∆𝜓 and ∆𝑒𝑔 were converted to scores ±1.5,

±1, and 0, where the sign corresponds to the sign of ∆𝜓 and ∆𝑒𝑔, and the absolute

values 1.5, 1, and 0 correspond to significant differences (FDR < 0.05), insignificant

differences (FDR ≥ 0.05), and discarded values, respectively. These scores were

averaged over all perturbation experiments for each RBP-USE pair. An RBP was

recognized as a candidate regulator of an USE if the average ∆𝜓 and ∆𝑒𝑔 scores had

opposite signs. Additionally, I tested whether the tissue-specific expression profile of

the predicted regulator was consistent with that of the USE using the same strategy

as in the analysis of tissue specificity, but comparing 𝜓 changes with the regulator

expression changes instead of the changes in expression of the host gene.
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4.2.7 RBP footprinting data

The complete POSTAR3 database of processed crosslinking and immunoprecipita-

tion (CLIP) experiments in tabular format was kindly provided by the authors [212].

An RBP-USE pair was considered as having CLIP support in the gene if the RBP

had at least one peak obtained by Piranha or eCLIP pipelines within the gene that

harbors the USE, the boundaries of which were determined by the GENCODE an-

notation. An RBP-USE pair was further considered as having local CLIP support

if a Piranha or eCLIP peak occurred within the intron containing the USE that was

extended by 20 nt into the flanking exons.

4.2.8 Proteomic data

The data on protein expression in human tissues, which was measured by the precur-

sor intensity in mass spectrometry (MS1-level), was downloaded from the Proteomics

DB portal [213]. To test for negative associations between the NMD isoform splicing

rate and the expression of the host gene product at the protein level, I matched the

tissues from Proteomics DB to GTEx tissues (Table A.6), computed the median

𝜓 values for Proteomics DB tissues, and sorted the tissues in ascending order by

the median 𝜓. The one-sided Jonckheere trend test was applied to check whether

protein expression levels follow a descending trend. Rejection of the null hypothesis

in such a test indicated a negative association between 𝜓 and the protein expression

level.

4.3 Statistical analysis

The data were analyzed using python version 3.8.2 and R statistics software version

3.6.3. Non-parametric tests were performed with the scipy.stats python package us-

ing normal approximation with continuity correction. MW denotes Mann-Whitney

sum of ranks test. Error bars in all figures and the numbers after the ± sign repre-

sent 95% confidence intervals. Jonckheere trend test was performed with the clinfun

R package. Levels of significance 0.05, 0.01, 0.001 are denoted as *, **, ***.
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Tandem alternative splice sites

Tandem alternative splice sites (TASS) is a special class of alternative splicing events

that are characterized by a close tandem arrangement of splice sites. The biggest ex-

isting catalogue of TASS, TASSDB2, is based on the evidence of transcript isoforms

from expressed sequence tags (EST) [214]. The advances of high-throughput se-

quencing technology open new possibilities to identify and characterize TASS [215].

Here, I revisit the catalogue of TASS by analyzing a large array of RNA-seq samples

from the Genotype Tissue Expression (GTEx) project [176]. I substantially extend

the existing catalogue of TASS, characterize their common genomic features, and

systematically describe a large set of TASS that have functional signatures such as

evolutionary selection, tissue-specificity, impact on protein structure, and regulation

by RBPs. While it is believed that the expression of TASS primarily originates from

splicing noise, here I show that a number of previously unknown TASS may have

important physiological functions and estimate the proportion of noisy splicing of

TASS. The TASS catalogue is available through a track hub for the Genome Browser

(see appendix A.1).

5.1 The catalogue of TASS

In order to identify TASS, I combined three sources of data. First, I extracted

the annotated splice sites from GENCODE and NCBI RefSeq human transcrip-

tome annotations [204, 175]. This resulted in a list of ∼570k splice sites, which
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Figure 5-1: The abundance of TASS. (A) The TASS cluster size distribution.
(B) The number of annotated, de novo and cryptic TASS in coding and non-coding
regions.

will be referred to as annotated. Next, I identified donor and acceptor splice sites in

split read alignments from RNA-seq experiments in the Genotype Tissue Expression

Project (GTEx) [176] by pooling together its 8,548 samples. This resulted in a list

of ∼800k splice sites, which will be referred to as expressed. A splice site may belong

to both these categories, i.e. be annotated and expressed, or be annotated and not

expressed, or be expressed and not annotated (the latter are referred to as de novo).

Third, I scanned the human genome sequence with SpliceAI software [179] and se-

lected splice sites with SpliceAI score greater than 0.1 excluding splice sites that were

previously called expressed or annotated. This resulted in a list of ∼600k sequences

that are similar to splice sites, but have no evidence of expression or annotation

and will therefore be referred to as cryptic. The combined list of splice sites from

all three sources contained approximately one million unique splice sites (Table A.1,

A). According to the presented definition (see chapter 4), ∼177k of them were found

to be located in TASS clusters (Table A.1, B).

About 99% of splice sites in TASS clusters are located in clusters of size 2, 3, 4 and

5 (Fig 5-1, A). In what follows, I confined the analysis to TASS clusters consisting

of five or fewer splice sites and having at least one expressed splice site (Table A.1,

C). This way I obtained ∼151k splice sites; among them ∼69k (46%) expressed an-

notated splice sites, ∼47k (31%) expressed de novo splice sites, ∼5k (3%) annotated

splice sites that are not expressed, and ∼30k (20%) cryptic splice sites (Fig 5-1,

B). I categorized a TASS cluster as coding if it contained at least one non-terminal
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Figure 5-2: A comparison of the TASS catalogue with the TASSDB2
database. (A) The catalogue of TASS and TASSDB2 database. Only TASS
separated by 2–12 nt were counted to match the TASSDB2 content. (B) The distri-
butions of the total number of read counts in GTEx (top) and the total number of
EST counts provided in TASSDB2 (bottom) for the three TASS categories in panel
(A).

boundary of an annotated protein-coding exon, and non-coding otherwise. 87% of

annotated TASS and 60% of de novo TASS were coding. This set extends TASSDB2

database, which is limited to TASS separated by 2–12 nt [214], by ∼51k TASS, which

are absent from TASSDB2 (Fig 5-2, A). The newfound TASS are less expressed than

TASS that are common to TASSDB2; however, the TASS from TASSDB2 that were

not identified by my analysis are expressed at a significantly lower level (Fig 5-2,

B).

Table 5.1: The abundance and split read support of annotated and de novo
TASS

expressed TASS % of split reads
number % supporting TASS

total 115,912 100% 100%
annotated 69,330 59.81% 99.83%
de novo 46,582 40.19% 0.17%

Although more than a third of the expressed TASS are de novo (Fig 5-1, B), their

split read support is much weaker than that of the annotated TASS (Table 5.1).
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Table 5.2: The fractions of annotated and de novo splice sites among maSS
and miSS.

de novo annotated total
maSS 9,043 (13%) 61,130(87%) 70,173
miSS 37,539 (82%) 8,200(18%) 45,739

maSS

intronic miSS

maSS

exonic miSS

4 nt 3 nt

Figure 5-3: The characterization of shifts in TASS. The distribution of TASS
shifts, i.e., the positions of miSS relative to maSS (top) for miSS of rank 2. The
relative usage of miSS (𝜑) in coding (middle) and non-coding regions (bottom). The
logo chart of miSS sequences of +4 donor shifts and of +3 acceptor shifts are shown.
Frame-preserving (frame-disrupting) shifts are colored blue (red).

Accordingly, I classified TASS as either maSS or miSS according to their expression

rank (see chapter 4) and found that among the total of 45,739 expressed miSS, the

majority (82%) were not annotated, unlike the expressed maSS, 87% of which were

annotated (Table 5.2).

Since each miSS is associated with a uniquely defined maSS within a TASS
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Figure 5-4: TASS clusters of size three. A TASS cluster of size three is char-
acterized by two shift values, one for the rank two miSS relative to maSS, and the
other for the rank three miSS relative to maSS. The top panel shows the joint distri-
bution of rank two miSS shift (x-axis) and rank three miSS shift (y-axis) for donors
(left) and (acceptors). The bottom panel shows LOGO charts of miSS sequences
corresponding to shifts of +4 and -2 for the donor splice site, and +3 and +6 shifts
for the acceptor splice site.

cluster (see chapter 4), the position of the miSS relative to the position of the maSS,

which will be referred to as shift, is defined uniquely. Positive shifts correspond to

miSS located downstream of the maSS in a gene, while miSS with negative shifts

are located upstream of the maSS. Consistent with previous observations [59], the

distribution of shift values for miSS in TASS clusters of size 2 reveals that the

most frequent shifts among donor miSS are ±4 nt, while acceptor miSS are most

frequently shifted by ±3 nt (Fig 5-3, top). These characteristic shifts likely arise

from splice site consensus sequences, e.g. NAGNAG acceptor and GYNNGY donor
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splice sites [115, 216]. Donor miSS in TASS clusters of size larger than two are often

separated by an even number of nucleotides, while acceptor miSS are often separated

by a multiple of 3 nt. For example, rank two and rank three donor miSS are often

located 2 or 4 nt from the maSS and tend to have shifts with opposite signs, while

rank two and rank three acceptor miSS are often separated by 3 nt and tend to be

located downstream of the maSS (Fig 5-4). In what follows, I refer to a miSS that

is located outside of the exon as intronic, and exonic otherwise (Fig 5-3, bottom).

Intronic miSS correspond to insertions, while exonic miSS correspond to deletions.

Figure 5-5: Shift frequencies in coding vs. non-coding regions. See Figure 5-
3, top for comparison. Frame-preserving (frame-disrupting) shifts are colored blue
(red).

In the coding regions, I expect the distance between miSS and maSS to be a mul-

tiple of three in order to preserve the reading frame. Indeed, shifts by a multiple of

3 nt are the most frequent among coding acceptor miSS; however a considerable pro-

portion of shifts by not a multiple of 3 nt also occur in both donor and acceptor miSS

(Fig 5-5, top). I therefore asked whether these frame-disrupting shifts are actually

expressed, and found that, in spite of their high frequency, the relative expression

of miSS in the coding regions, as measured by the 𝜑 metric, is still dominated

by shifts that are multiple of 3 nt (Fig 5-3, middle), while the relative expression

of miSS in the non-coding regions doesn’t depend on the shift (Fig 5-3, bottom).

Consistent with this, frame-disrupting miSS in the coding regions are significantly
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Frame-preserving miSS

Frame-disrupting miSS

Figure 5-6: The change of miSS relative usage (𝜑𝐾𝐷 − 𝜑𝑐𝑜𝑛𝑡𝑟𝑜𝑙) upon NMD
inactivation.

Figure 5-7: The abundance and relative expression of upstream vs. down-
stream shifts.

upregulated after the inactivation of the nonsense mediated decay (NMD) pathway

by co-depletion of two its major components, UPF1 and XRN1 [181], while no such

upregulation is observed in non-coding regions (Fig 5-6). This indicates that the

broad positional repertoire of frame-disrupting shifts in coding TASS is efficiently
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Figure 5-8: The strength of TASS consensus sequences. (A) According to
MaxEnt scores, maSS (i.e., rank one sites) are on average stronger than miSS (i.e.,
rank 2, 3, 4, 5). (B) Within each rank group, the relative usage of a miSS (𝜑)
generally increases with increasing ∆MaxEnt value, its strength relative to that of
the maSS. (C) The distribution of ∆MaxEnt values for upstream and downstream
shifts. (D) The relative usage of a miSS (𝜑) as a function of the difference of TASS
strengths. The upstream miSS are used more frequently when the splice sites are
nearly of the same strength.

suppressed by NMD.

I next asked whether the expression patterns systematically differ for miSS lo-

cated upstream and downstream of the maSS. In the coding regions, the acceptor

miSS are more often shifted downstream, while miSS located upstream tend to be

expressed stronger than miSS located downstream (Fig 5-3; Fig 5-7). These patterns
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are in line with previously observed avoidance of AG dinucleotides upstream of the

expressed acceptor splice sites [217] and the proposed splice junction wobbling mech-

anism, in which the upstream acceptor splice site is usually expressed stronger than

the downstream one [116]. However, the expression difference can also be explained

by subtle, yet systematic differences in splice site strengths as miSS are on average

weaker than maSS (Fig 5-8, A), the strength of a miSS relative to the strength

of maSS is correlated with its relative expression (Fig 5-8, B), and the upstream

acceptor miSS tend to be on average stronger than the downstream acceptor miSS

(Fig 5-8, C, right). Nonetheless, the upstream miSS are expressed stronger than the

downstream miSS even for miSS that are similar in strength to their corresponding

maSS (Fig 5-8, D).

5.2 Expression of miSS in human tissues

significant miSS

non-

significant 

miSS

Figure 5-9: Identification of significantly expressed miSS. Zero-inflated Pois-
son model of miSS expression relative to maSS enables identification of significantly
expressed miSS (left). Each dot represents a miSS. The expected values of 𝑟𝑚𝑖𝑆𝑆

are shown by the solid curve. The FDR cutoff of 5% is shown by the dashed curve.
The 𝜑 value decreases with increase of 𝑟𝑚𝑎𝑆𝑆 (right).

Tissue specificity is commonly considered as a proxy for a splicing event to be
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under regulation [69, 70]. To assess the tissue-specific expression of miSS, I calcu-

lated the 𝜑𝑡 metric, i.e. the relative expression of miSS with respect to maSS, by

aggregating GTEx samples within each tissue 𝑡. However, different tissues are rep-

resented by a different number of individuals and, consequently, TASS in different

tissues have different read support. To account for this difference and for the de-

pendence of the relative expression of miSS on the gene expression level [183, 115],

I constructed a zero-inflated Poisson linear model that describes the dependence of

miSS-specific read counts (𝑟𝑚𝑖𝑆𝑆) on maSS-specific read counts (𝑟𝑚𝑎𝑆𝑆). Using this

model, I estimated the statistical significance of miSS expression and selected sig-

nificantly expressed miSS using Q-values with 5% threshold [185] and additionally

required 𝜑𝑡 value to be above 0.05 (Fig 5-9). In what follows, I shortly refer to these

significantly expressed miSS as significant.

expressed miSS
45739

significant

9303

non-significant

36436

tissue-specific

2496

non-tissue-specific

6807

Figure 5-10: The classification of expressed miSS.

Out of 45,739 expressed miSS, 9,303 (20%) were significantly expressed in at least

one tissue (Fig 5-10). To identify tissue-specific miSS among significant miSS, I built

a linear model with dummy variables corresponding to each tissue (see chapter 4).

A miSS was called tissue-specific if the slope of the dummy variable corresponding

to at least one tissue was statistically discernible from zero (Q-value < 5%), i.e.
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Figure 5-11: Splice site strength and RiboSeq support of significantly ex-
pressed and tissue-specific miSS. The distribution of ∆MaxEnt values for miSS
in different expression categories (top). The distribution of 𝑅𝑆 (RiboSeq support)
values for miSS of different expression categories in protein-coding regions (bottom).

the proportion of reads supporting a tissue-specific miSS deviates significantly from

the average across tissues. To account not only for significant, but also for sub-

stantial changes, I additionally required the absolute value of ∆𝜑𝑡 be above 0.05,

which resulted in a conservative list of 2,496 tissue-specific miSS (Fig 5-10). Among

these miSS, 234 (9%) became maSS in at least one tissue. In the coding regions,

tissue-specific miSS preserve the reading frame more often than non-tissue-specific

miSS do (Table A.7); they also have on average stronger consensus sequences and,

among the latter, frame-preserving miSS have stronger evidence of translation ac-

cording to Ribo-Seq data (Fig 5-11). The intronic regions nearby tissue-specific

and significantly expressed miSS tend to be more conserved evolutionarily as com-

pared to those nearby not significant miSS (Fig 5-12, A), with frame-disrupting
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B

A

Figure 5-12: Evolutionary conservation of miSS. (A) The average PhastCons
scores (100 vertebrates) for positions near the miSS in different expression categories.
(B) The distribution of average PhastCons scores (100 vertebrates) at the consensus
dinucleotides of splice sites (left) and average PhastCons scores of the adjacent 30 nt
intronic regions (right).

miSS being significantly less conserved than frame-preserving miSS (Fig 5-12, B).

The distribution of shifts in tissue-specific and other significantly expressed miSS

strongly differs from that in non-significantly expressed miSS: among donor miSS,

the fraction of +4 shifts is almost two times lower in significantly expressed miSS

than in non-significant ones, among acceptor miSS ±3 nt shifts are dominating in

significantly expressed miSS while the fraction of other shift variants is lower than

in non-significantly expressed miSS.

I checked if there is an enrichment of specific Gene Ontology (GO) categories

72



Chapter 5. Tandem alternative splice sites 5.2. Expression of miSS in human tissues

samples of: 

other tissues

A

B

NPTN

12 nt

CAG
D D E P A

A

TAG

Figure 5-13: Tissue-specific miSS in the NPTN gene. (A) The indel caused
by NPTN miSS results in the deletion of DDEP motif from the aminoacid sequence
(top). Tissue-specific expression of a miSS in the NPTN gene (bottom). Each
dot represents a sample, i.e. one tissue in one individual. Tissue specificity is
estimated by a linear model with dummy variables corresponding to tissues. (B)
The distribution of NPTN miSS 𝜑 values in selected tissues.

in genes harboring tissue-specific miSS compared with genes not having such miSS.

GO-analysis in GOrilla [218] found a strong enrichment in nuclear localization and

chromatin organization process (Table A.8). However, I found that the majority of
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Figure 5-14: Examples of tissue-specific and non-tissue-specific miSS. (A)
A thyroid-specific miSS in exon 14 of the gene CAMK2B. The miSS becomes a maSS
in thyroid as its 𝜑 value exceeds 0.5. (B) The miSS in exon 8 of the TRABD gene
is non-tissue-specific.

genes having tissue-specific miSS also have non-significant miSS (Fig A-4, A), and

such genes tend to contain more exons in them (Fig A-4, B), creating a selection

bias for GO-analysis [219]. To eliminate the bias, for each gene having tissue-

specific miSS, I randomly selected a gene harboring no tissue-specific miSS but

having the same number of exons (Fig A-4, C). I used this subset as a background

for the analysis of GO-enrichment in GOrilla [218] and DAVID [220] web servers and

obtained no significantly enriched categories with a false discovery rate below 0.1,

possibly indicating the versatility of gene expression regulation via tissue-specific

tandem alternative splice sites.

One notable example of a tissue-specific miSS is in the exon 7 of NPTN gene,

which encodes neuroplastin, an obligatory subunit of Ca2+-ATPase, required for

neurite outgrowth, the formation of synapses, and synaptic plasticity [221, 222].

The slope of the linear model has a distinct pattern of variation across tissues,

and moreover within brain subregions (Fig 5-13, A). Brain-specific expression of

the acceptor miSS instead of maSS in NPTN leads to the deletion of Asp-Asp-Glu-
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Figure 5-15: Tissue-specificity patterns of miSS. The number of tissue-specific
(up- or downregulated) miSS in each tissue.
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Figure 5-16: Clustering of tissue-specific miSS and tissues based on 𝜑 val-
ues.
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Figure 5-17: miSS within UTRs. A The segmentation of genes into five cate-
gories based on GENCODE transcript annotation. Constitutive (const) 5’UTR and
3’UTR regions are annotated as untranslated in all transcripts, while alternative
(alt) 5’UTR and 3’UTR regions overlap with protein-coding exons in some tran-
scripts. B The fractions of tissue-specific and non-significant miSS in gene location
categories.

Pro (DDEP) sequence from the canonical protein isoform (Fig 5-13, B). Two more

examples of tissue-specific and non-tissue-specific miSS are provided in (Fig 5-14,

A) and (Fig 5-14, B).

Tissues differ by the number of tissue-specific miSS and by the proportion of

miSS that are upregulated or downregulated. The sign of the slope in the linear

model that describes the dependence of 𝑟𝑚𝑖𝑆𝑆 on 𝑟𝑚𝑎𝑆𝑆 allows to distinguish up- and

downregulation. In agreement with previous reports on alternative splicing [223],

a number of tissues including testis, cerebellum, and cerebellar hemisphere harbor

the largest number of tissue-specific miSS (Fig 5-15, Table A.9). The testis and

the brain have a distinguished large set of miSS with almost exclusive expression in

these tissues that set them apart statistically from the other tissues (Fig 5-16).

I further found that while 77% tissue-specific miSS belong to protein-coding

TASS clusters (Table A.7), the majority of them are located within regions anno-
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tated as protein-coding in some transcripts and untranslated in others (alternative

UTRs, Fig 5-17, A, B). In addition, tissue-specific miSS are enriched in constitutive

5’UTRs in comparison to non-significant miSS (Fig 5-17, B), suggesting a partici-

pation in gene expression regulation via splicing in 5’UTRs [224, 225].
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Figure 5-18: NAGNAGs. (A) The intersection of the acceptor miSS located ±3 nt
from the maSS with the list of NAGNAGs provided by Bradley et al [69]. (B) A
NAGNAG acceptor splice site in the exon 20 of the MYRF gene. The upstream
NAG is upregulated in the stomach, uterus, adipose tissues and downregulated in
the brain.

A special class of TASS are the so-called NAGNAG acceptor splice sites, i.e.,

alternative acceptor sites that are located 3 bp apart from each other [216]. Ac-

cording to the current reports, they are found in 30% of human genes and appear

to be functional in at least 5% of cases [112]. Here, I identified an extended set
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Figure 5-19: GYNNGYs. (A) The intersection of the donor miSS located ±4 nt
from maSS with the list of GYNNGYs provided by Wang et al [80]. (B) A GYNNGY
donor splice site in the exon 2 of the PAXX gene. The downstream GY is upregulated
in the brain and downregulated in the stomach, pancreas, and liver tissues.

of 4,761 expressed acceptor miSS, of which 690 are tissue specific, that are located

±3 nt from maSS (Fig 5-18, A) which reconfirms 89% of 1,884 alternatively spliced

and 29% of 1,338 tissue-specific NAGNAGs reported by Bradley et al [69]. Further-

more, I identified 190 tissue-specific NAGNAGs that are not present in the previous

lists [69]. Among them there is a NAGNAG acceptor splice site in the exon 20 of the

MYRF gene, which encodes a transcription factor that is required for central ner-

vous system myelination. The upstream NAG is upregulated in stomach, uterus and

adipose tissues and downregulated in brain tissues (Fig 5-18, B). Similarly, I identi-

fied an extended set of 2,794 expressed GYNNGY donor splice sites, i.e., alternative
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donor splice sites that are located 4 bp apart from each other (Fig 5-19, A). This set

reconfirms 52% of 796 GYNNGY donor splice sites reported by Wang et al [115].

Additionally, I identified 37 novel tissue-specific GYNNGYs including a donor splice

site in the exon 2 of the PAXX gene (Fig 5-19, B), the product of which plays an

essential role in the non-homologous end joining pathway of DNA double-strand

break repair [226]. Unlike NAGNAGs, alternative splicing at GYNNGYs disrupts

the reading frame and is expected to generate NMD-reactive isoforms [115]. Indeed,

GYNNGY miSS along with other frame-disrupting miSS are significantly upreg-

ulated after inactivation of the nonsense mediated decay (NMD) pathway by the

co-depletion of two major NMD components, UPF1 and XRN1 [181] (Fig 5-20).

Figure 5-20: The response of GYNNGY miSS to NMD inactivation.

The expression of splicing factors is functionally associated with tissue-specific

patterns of alternative splicing [79]. In order to identify the potential regulatory

targets of splicing factors among miSS, I analyzed the data on shRNA depletion of

103 RBPs followed by RNA-seq and compared it with tissue-specific expression of

miSS and RBP [210]. My strategy was to identify tissues with significant up- or

downregulation of a miSS responding to the inactivation of a splicing factor with

the same signature of tissue-specific expression.

To this end, I identified miSS that are up- or downregulated upon RBP inacti-

vation by shRNA-KD (RBP-miSS pairs) and matched them with the list of tissue-

specific miSS (miSS-tissue pairs) and the list of tissue-specifically expressed RBP

(RBP-tissue pairs). The intersection of these lists resulted in 256 miSS-RBP-tissue

triples. Each triple was classified as co-directed or anti-directed according to the

rules shown in Fig 4-5 (see chapter 4).
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Figure 5-21: The abundance of co-directed and anti-directed miSS-RBP-
tissue triples. (A) The number of co-directed triples is significantly greater than
the number of anti-directed triples. (B) The fraction of co-directed miSS-RBP-
tissue triples (#𝑐𝑜/(#𝑐𝑜 + #𝑎𝑛𝑡𝑖)) is significantly greater among triples supported
by an eCLIP peak of the RBP near miSS as compared to non-supported triples.

In order to obtain a stringent list of regulatory targets, I applied 5% FDR thresh-

old correcting for testing in multiple tissues, multiple RBPs, and multiple miSS,

and additionally required that miSS relative usage and RBP expression change

not only significantly, but also substantially (|∆𝜑𝑡| > 0.05, |∆𝜑𝐾𝐷| > 0.05, and

|∆𝑅𝐵𝑃𝑡| > 0.5. As a result, I obtained 163 co-directed and 93 anti-directed miSS-

RBP-tissue triples, an uneven proportion that is unlikely to be due to pure chance

alone (Fig 5-21, A). Next, I compared these predictions to the footprinting of RBP

by the eCLIP method [187] and found that co-directed triples are significantly more

abundant among miSS-RBP-tissue triples that are supported by an eCLIP peak

(Fig 5-21, B). I summarized the data on co-directed and anti-directed miSS-RBP-

tissue triples in (Table A.10). I identified six miSS-RBP candidate pairs with tissue-

specific splicing regulation that is co-directed with RBP expression and supported

by an eCLIP peak (Table A.11). A notable example is the downregulation of the

acceptor miSS in exon 6 of the QKI gene by PTBP1 in muscle and cardiac tis-

sues (Fig 5-22), which is consistent with previous reports on the coregulation of

alternative splicing by QKI and PTBP1 during muscle cell differentiation [227].

To further investigate potential involvement of PTBP1 in the regulation of al-

ternative usage of other miSS, I analyzed PTBP1 overexpression data [193] and
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∆𝜑𝑃𝑇𝐵𝑃1−𝐾𝐷 > 0***
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Figure 5-22: PTBP1 regulates a miSS in the QKI gene. A deletion of eight
aminoacids in the QKI gene caused by the exonic miSS overlapping with PTBP1
eCLIP peak (top). In muscles and heart, the expression of PTBP1 (log2 𝑇𝑃𝑀) is
suppressed, while the relative usage of the miSS is promoted (bottom). The miSS is
activated in response to PTBP1 inactivation and is inhibited in response to PTBP1
overexpression, suggesting downregulation by PTBP1.

identified 50 events, in which the response to PTBP1 overexpression or the response

to shRNA-KD of PTBP1 was statistically significant (Q-value < 5%) and substantial

(|∆𝜑| > 0.05) (Table A.12). As expected, the miSS responses to PTBP1 overexpres-

sion and inactivation by shRNA-KD were negatively correlated (Fig 5-23, A). I also

found that miSS located proximally (shift < 5) and distally (shift ≥ 5) with respect

to maSS responded differently to PTBP1 perturbations. PTBP1 stimulated the ex-

pression of proximal miSS and suppressed the expression of distal miSS (Fig 5-23, B)

suggesting a different mode of regulation for polypyrimidine tracts overlapping the

TASS region. Such a coordinated expression of TASS has been previously reported

in C. elegans, in which the expression of proximal and distal TASS is remarkably

coordinated between germ-line and somatic cells [228], and in human and murine
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Figure 5-23: miSS controlled by PTBP1. (A) The responses of miSS to PTBP1
overexpression and inactivation by shRNA-KD are negatively correlated. Shown are
50 miSS, in which the response to PTBP1 overexpression or the response to shRNA-
KD of PTBP1 is statistically significant (Q-value < 5%) and substantial (|∆𝜑| >
0.05). (B) The responses of proximal (shift<5 nt) and distal (shift≥5 nt) miSS to
PTBP1 overexpression and inactivation by shRNA-KD are opposite suggesting a
different mode of regulation for polypyrimidine tracts overlapping the TASS region.

samples, in which the NAGNAG isoforms showed a remarkable co-regulatory pat-

tern [114]. It suggests that PTBP1 could be one of the master regulators that govern
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such coordinated changes across cell types.

5.3 Expression of miSS in cell types

Figure 5-24: The intersection of tissue-specific miSS identified using GTEx
data with cell-type-specific miSS and tissue-of-origin-specific miSS iden-
tified using PROMO cells data.

Figure 5-25: The similarity of miSS expression profiles measured by the
Pearson correlation coefficient 𝑟 in the same or different tissues of origin
vs. the same or different cell type.

Tissue-specific alternative splicing originates from that of the constituent cell

types, in which TASS splicing programs can also be functionally distinct. To dissect
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Figure 5-26: The abundance of co-directed triples significantly exceeds the
abundance of anti-directed triples for the association of miSS-RBP-cell
type (left), while there is no significant difference for the association of
miSS-RBP-tissue (right).
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Figure 5-27: The expression of an acceptor miSS in exon 2 of the IGFLR1
gene is upregulated in mesenchymal smooth muscle cells regardless of the
tissue-of-origin.

the cell-type-specific expression of TASS, I analyzed RNA-seq data for primary cells

from different locations in the human body [194]. Using the same methodology as

in the analysis of tissue-specific TASS, I identified 1,821 tissue-of-origin-specific and

1,072 cell-type-specific miSS among significantly expressed miSS (Fig 5-24).
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Figure 5-28: The expression of an acceptor miSS in exon 6 of the RBM42

gene is upregulated in both heart fibroblasts and heart cardiomyocytes,
but not in fibroblasts from other tissues.

Using Pearson correlation as a similarity measure, I found that miSS expression

profiles were more similar for the same cell type from different tissues than for

different cell types from the same tissue (Fig 5-25). Furthermore, the proportion of

co-directed instances among miSS-RBP-cell-type triples is significantly larger than

it is among miSS-RBP-tissue triples (Fig 5-26). On the one hand, it suggests that

miSS expression is governed more by the cell type than by the tissue. It is the case,

for instance, for exon 2 of the IGFLR1 gene, which is upregulated in mesenchymal

smooth muscle cells regardless of the tissue (Fig 5-27). On the other hand, the

expression of some miSS depends on the tissue of origin regardless of the cell type,

e.g., a miSS in exon 6 of the RBM42 gene is upregulated in both heart fibroblasts

and heart cardiomyocytes, but not in any cell type from other tissues (Fig 5-28).

5.4 Structural annotation of miSS

Alternative splicing of frame-preserving TASS results in mRNA isoforms that trans-

late into proteins with only a few amino acids difference. It was reported earlier that

alternative splicing tends to affect intrinsically disordered protein regions [229], and
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Figure 5-29: The proportion of miSS in genomic regions corresponding to
protein structural categories.

that TASS with significant support from ESTs and mRNAs (506 such splice sites in

total) are further overrepresented within regions lacking a defined structure [111].

I analyzed the structural annotation of the human proteome (see chapter 4) and

found that significantly expressed miSS preferentially affect disordered protein re-

gions, and tissue-specific miSS are found in disordered regions even more frequently

(Fisher exact test, p-value<0.01, Fig 5-29). Within disordered protein regions, in-

dels that are caused by significantly expressed miSS and their nearby exonic regions

are enriched with SLiMs, short sequence segments that often mediate protein in-

teractions playing important functional roles in physiological processes and disease

states [230, 231, 232] (Fig 5-30, A). Furthermore, protein sequences of indels and

nearby exonic regions for tissue-specific miSS are significantly enriched with methy-

lation sites, one of the most frequent post-translational modifications (PTMs) from

the dbPTM database [233] (Fig 5-30, B). Interestingly, I found that nucleotide se-

quences of indels caused by tissue-specific miSS in disordered protein regions are

more conserved evolutionarily compared to those of non-tissue-specific miSS, fur-

ther supporting the enrichment of functional regulatory sites such as SLiMs or PTMs

(Fig 5-30, C).
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Figure 5-30: Protein-level characterization of miSS indels. (A) The pro-
portion of miSS overlapping occurrences of predicted SLiMs. (B) The proportion
of frame-preserving miSS in genomic regions corresponding to protein methylation
sites from the dbPTM database. (C) The distribution of the average PhastCons
conservation score (100 vertebrates) in the genomic regions between miSS and maSS.

A notable example of a SLiM within indel that is caused by miSS is located in

the PICALM gene, the product of which modulates autophagy through binding to

ubiquitin-like LC3 protein [234, 235] (Fig 5-31). The expression of the short isoform

lacking 15 nt at the acceptor splice site results in the deletion of Phe-Asp-Glu-Leu

(FDEL) sequence, which represents a canonical LIR (LC3-interacting region) mo-

tif [236]. This motif interacts with LC3 protein family members to mediate processes

involved in selective autophagy. This miSS is slightly upregulated in whole blood

and downregulated in brain tissues consistently with a possible role in physiological
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Figure 5-31: The expression of an acceptor miSS in the predicted disor-
dered region in the PICALM gene. The expression of a miSS results in the
deletion of five amino acids containing a predicted canonical LIR motif. The maSS-
expressing structure of PICALM was modelled with I-TASSER (green); miSS indel
is shown in red.

regulation of autophagy.

Despite the enrichment of tissue-specific miSS in disordered regions, a sizable

fraction of them (more than 10%) still correspond to functional structural categories

such as protein core, sites of protein-protein interactions (PPI), ligand-binding, or

metal-binding pockets (Fig 5-29). I therefore looked further into particular cases to

discover novel functional miSS. For example, a shift of the donor splice site by 6 nt

in the exon 17 of PUM1 gene results in a deletion of two amino acids (Fig 5-32).

This miSS is upregulated in skin, thyroid, adrenal glands, vagina, uterus, ovary,

and testis, but downregulated in almost all brain tissues. Only the structure of the

miSS-expressing isoform of PUM1 is accessible in PDB (PDB ID: 1M8X) [237], in

which the deletion site maps to an alpha helix. I modelled the structure of maSS-

expressing isoform using the I-TASSER web server [201] and found that the alpha

helix is preserved, and only its raster is shifted by two amino acids into the preceding

loop. The residues in this part of the helix become more hydrophobic, which may

influence the overall helix or protein stability. To confirm this, I estimated the

stability of the proteins corresponding to the two isoforms using FoldX [202]. The
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Figure 5-32: The expression of a donor miSS in the PUM1 gene. The ex-
pression of a miSS results in the deletion of two amino acids from the core. The
miSS-expressing structure is accessible at PDB (green, PDB ID: 1M8X); the maSS-
expressing structure was modelled (cyan) and aligned to the miSS-expressing struc-
ture with I-TASSER.

difference of +13 kcal/mol between the estimated free energies of the minor and the

major isoforms indicates that the minor isoform is less stable due to deletion of two

hydrophobic residues.

The expression of the miSS in exon 10 of ANAPC5 gene results in a 13 amino

acids deletion from a protein interaction region (Fig 5-33). I modelled the interac-

tion of these 13 amino acids with the adjacent protein structures using the computa-

tional alanine-scanning mutagenesis (CASM) in BAlaS [203]. I found 58 residues (49

residues in the ANAPC5 protein and 9 residues in the ANAPC15 protein), which,

when mutated to alanine, cause a positive change in the energy of interaction with

the 13 amino acid miSS indel region. The miSS is expressed concurrently with the

maSS except for the brain tissues, in which the miSS is significantly downregulated.

This may indicate the role of the miSS in various pathways in which ANAPC5 is

involved as an important component of the cyclosome [238, 239].

In order to visualize structural classes associated with TASS, I created a track

hub supplement for the Genome Browser [240]. The hub consists of three tracks:
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Figure 5-33: The expression of an acceptor miSS in the ANAPC5 gene. The
expression of a miSS results in the deletion of 13 amino acids involved in protein-
protein interactions. An intermediate splice site (middle CAG) is not significantly
expressed. The maSS-expressing structure along with the interacting proteins is
accessible at PDB (green, PDB ID: 6TM5); the miSS indel is shown in red. Compu-
tational alanine scanning mutagenesis (CASM) in BAlaS [203] identified residues of
the neighboring proteins that contribute to the free energy of the interaction with
the miSS indel region. The strength of the interaction (the positive change of the
energy of interaction) is shown by the gradient color.

location of TASS indels, structural annotation of a nearby region, and tissue specific

expression of selected TASS (Fig A-5). The catalogue of expressed miSS is also

available in the table format (Table A.13).

5.5 Evolutionary selection and conservation of miSS

In order to measure the strength of evolutionary selection acting on significantly

expressed and tissue-specific miSS, and to evaluate how it compares with the evolu-

tionary selection acting on maSS and splice sites outside TASS clusters, I applied a

previously developed test for selection on splice sites [208] with several modifications

(see chapter 4).

In the coding regions, the strength of negative selection acting to preserve Cn

nucleotides in significantly expressed and tissue-specific miSS is comparable to that

in maSS and in constitutive splice sites, while no statistically discernible negative

selection was detected in miSS that are not significantly expressed (Fig 5-34, A,
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Figure 5-34: The strength of the selection acting on miSS. The strength of
the selection, defined as the ratio of the observed (𝑂) to the expected (𝐸) number of
substitutions, in selected categories of splice sites in the coding regions. The neutral
expectation (𝑂/𝐸 = 1) is marked by a dashed line. The error bars denote confidence
intervals for the ratio of two binomial proportions based on likelihood scores [241].
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Figure 5-35: Allele frequencies of SNPs nearby miSS. The cumulative distri-
bution of allele frequencies of SNPs in splice site consensus sequences and in 35-nt
exonic regions adjacent to splice sites from GTEx and 1000 Genomes projects.

left). In contrast, the strength of positive selection, i.e., the 𝑂/𝐸 ratio for substi-

tutions that create Cn nucleotides, is not significantly different from 1 in all miSS

regardless of their expression, while a significant positive selection was detected in

maSS and constitutive splice sites (Fig 5-34, A, right). This indicates that the

evolutionary selection may preserve the suboptimal state of significantly expressed

and tissue-specific miSS relative to its corresponding maSS. Interestingly, I found
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that tissue-specific miSS have slightly lower allele frequency of single nucleotide

polymorphisms in their splice site sequences and nearby exonic regions compared

to non-tissue-specific miSS (Fig 5-35) indicating stronger negative selection acting

on the nucleotide sequences of tissue-specific miSS in short-term evolutionary pro-

cesses [108, 242].
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/E

A

B

Figure 5-36: Association between the splice site strength and the selection.
(A) The distribution of ancestral strength for different splice site categories. (B)
The strength of the selection acting on constitutive coding splice sites matched to
miSS and maSS by the ancestral splice site strengths.

It was shown previously that the strength of the consensus sequence impacts

evolutionary selection acting on a splice site [243, 244]. Indeed, the comparison

of ancestral consensus sequences showed that constitutive splice sites and maSS

have similar strengths in the ancestral genome (ancestral strengths), while miSS

are considerably weaker (MW-test, p-value< 10−15, Fig 5-36, A). To control for

the influence of the splice site strength on the evolutionary selection, I sampled

constitutive splice sites matching them by the ancestral strength with maSS and
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with miSS (Fig 5-36, B). However, despite a considerable difference in strengths,

I observed no significant difference in evolutionary selection between constitutive

splice sites that were matched to maSS and to miSS, indicating that the observed

difference in selection acting on miSS and maSS is not due to weaker consensus

sequences of miSS.

Model: O/E = 𝑓 𝛼 , 𝛼 – fraction of noisy SS

test sample, 𝑘 SS

mixed sample, 𝑘 SS

positive sample

(constitutive SS)

negative sample 

(cryptic SS)

weak 

selection

strong 

selection

𝛼 ∗ 𝑘 (1 − 𝛼) ∗ 𝑘

𝑂/𝐸𝑡𝑒𝑠𝑡

𝑂/𝐸𝑚𝑖𝑥

ෟ𝛼𝑡𝑒𝑠𝑡: 𝑂/𝐸𝑡𝑒𝑠𝑡 = 𝑂/𝐸𝑚𝑖𝑥

Figure 5-37: The mixture model for the estimation of the fraction of noisy
splice sites The fraction of noisy splice sites (𝛼) is estimated based on the 𝑂/𝐸
ratio. A test sample of size 𝑘 is modelled as a mixture of 𝛼𝑘 purely noisy (cryptic)
splice sites and (1 − 𝛼)𝑘 purely functional constitutive splice sites.

The difference in evolutionary selection between significantly expressed and other

miSS could arise from the difference in the fraction of noisy splice sites in these miSS

categories. To estimate the fraction of noisy splice sites (𝛼), I constructed a mixture

model (Fig 5-37), in which I combined 𝛼𝑘 splice sites from the negative set of cryptic

splice sites and (1−𝛼)𝑘 splice sites from the positive constitutive set and measured

the strength of evolutionary selection in the combined sample for all values of 𝛼.

Using this model, I constructed the joint distributions of 𝛼 and 𝑂/𝐸 values of

Cn-to-Nc substitutions for maSS, significantly expressed non-tissue-specific miSS,
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tissue-specific miSS and the rest of miSS (Fig 5-38, left). From these distributions,

I estimated 95% confidence intervals for the values of 𝛼 that correspond to the

actual 𝑂/𝐸 values in the observed samples (Fig 5-38, right; Fig 4-7). The resulting

estimates for the fraction of noisy splice sites among maSS, significantly expressed

non-tissue-specific miSS, tissue-specific miSS, and the rest of the miSS are <15%,

<60%, <54% and >63%, respectively, indicating that at least 46% of tissue-specific

miSS are statistically discernible from noise.

Figure 5-38: The estimation of the fraction of noisy splice sites. The esti-
mation of the fraction of noisy splice sites (𝛼) from the observed values of 𝑂/𝐸.
Bootstrapped joint distribution of 𝑂/𝐸 and 𝛼 values (left). The 2.5%, 50% and
97.5% quantiles of the estimated 𝛼 (right).
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Chapter 6

Unproductive splicing

Unproductive splicing is a process, in which gene expression is regulated by alterna-

tive splicing producing transcripts with premature termination codons (PTC), which

are degraded by the NMD pathway. Despite the annotation of thousands of NMD

isoforms in databases, only a few dozen USEs have been experimentally verified,

and just a handful have known roles in tissue-specific regulation of gene expression.

Here, I perform a systematic analysis of human tissue transcriptomes from the GTEx

project to detect concordant tissue-specific changes in alternative splicing of NMD

isoforms and gene expression levels, and combine it with the data from ENCODE

consortium and SRA archive on the transcriptome response to the perturbation of

expression of a large panel of RBPs, RBP footprinting assays, and related proteomic

data. I perform an exhaustive literature search to catalog experimentally validated

USEs, and show for a number of remarkable cases that, indeed, the regulation of un-

productive splicing has strong tissue-specific signatures on the level of splicing, gene

expression, and protein expression. These cases include previously proposed models

of brain-specific cross-regulation of gene expression via PTBP1-controlled unpro-

ductive splicing in PTBP2, DLG4 and GABBR1 genes. In addition, I identify 2831

novel USEs including 568 events, in which NMD isoform inclusion is significantly as-

sociated with the downregulation of gene expression. Among latter, this association

is manifested tissue-specifically in 86 cases, with cerebellum tissue harboring most of

the NMD-promoting events and skeletal muscle tissue harboring most of the NMD-

inhibiting events. In more than a half of the cases, I was able to predict at least one
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tissue-specifically expressed RBP responsible for such regulation from RBP pertur-

bation experiments. I present a high-confidence set of 31 novel predicted examples of

regulated USEs, including PTBP1-controlled events in the DCLK2, IQGAP1, and

ACSF3 genes, which may be responsible for the tissue-specific inhibition of their

host gene expression. These results represent an invaluable resource for molecular

biologists and bioinformaticians studying unproductive splicing.

6.1 Poison and essential USEs

In what follows, I consider four major types of AS events, namely cassette (skipped)

exons, alternative 5’- and 3’-splice sites, and retained introns. They are classified

according to the poison-essential dichotomy as it was done earlier [245] (Fig 4-

8). An USE is referred to as poison (essential) if the NMD isoform represents an

insertion (deletion) with respect to the protein-coding isoform. For instance, poison

exons are normally skipped, but they trigger degradation by NMD when included

in the mRNA. Numerous poison exons have been described in genes encoding SR

proteins [144]. The reciprocal case is essential exons, which are normally included

in the mRNA, but induce a PTC when skipped. Examples of essential exons are

found in genes encoding hnRNP proteins, including PTBP1 [152], PTBP2 [153],

and FUS [154]. Similarly, an alternative splice site or intron is referred to as poison

(essential) if PTC occurs as a result of insertion (deletion) of a mRNA fragment.

Examples of these USEs have also been described [136, 245, 164, 246].

The characterization of USEs and their regulation was based on the following

strategy (Fig 6-1). In cross-regulation, I expect a negative association between 𝜓

(see chapter 4) and gene expression level. Therefore, an RBP that inhibits the NMD

isoform must upregulate the expression level, and an increase in the expression level

of such RBP must be accompanied by an increase in the expression level of the target

gene and a decrease in 𝜓. Conversely, an RBP that activates the NMD isoform must

downregulate the expression level, and an increase in the expression level of such

RBP will lead to a decrease in the expression level of the target gene and an increase

in 𝜓. In auto-regulation, I consider only negative feedback loops, in which an RBP
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activates the NMD isoform, increases 𝜓, and downregulates its own expression level.

RBP targetRBP target RBP

cross,

NMD-inhibiting

cross,

NMD-promoting

auto,

NMD-promoting

expr.
++

--

expr. ψ
-

+

expr.
-+

+-
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+

-
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+

-

ψ
+
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Figure 6-1: The expected changes of AS and gene expression level of the
target caused by high (+) and low (−) expression levels of the regulator
(RBP).

6.2 Validated and annotated USEs

I performed an exhaustive literature search to catalog experimentally validated USEs

(Table A.14). In particular, I collected information on experimental outcomes and

indicated whether the USE is reactive to NMD inactivation, whether RBP pertur-

bations affect the NMD isoform inclusion or gene expression on protein and mRNA

levels, and whether there is evidence of binding of the targeted mRNA by RBPs.

I obtained 237 RBP-USE pairs containing 48 RBPs and 57 USEs, including 203

cross-regulatory and 34 auto-regulatory cases for which the experimental validation

was reported in human cell lines, mouse cell lines, or tissues. In what follows, these

USEs will be referred to as validated. A snapshot of these findings is shown in

Fig 6-2 and also in Fig 6-3, which illustrates a particularly dense subnetwork for SR

proteins.

97



6.2. Validated and annotated USEs Chapter 6. Unproductive splicing

NMD-promoting NMD-inhibiting

evidence of binding no evidence

Test for tissue-specific regulation:

not significant significant

not significant

significant

tissue-specific
regulated

Figure 6-2: A regulatory network of validated USEs. A subnetwork of SR
proteins is exempt to Fig 6-3. The nodes represent USEs listed in Table A.17.
The edges represent NMD-promoting and NMD-inhibiting regulatory connections.
The color code of the nodes represents the classification of USEs as significant or
tissue-specific (Table 6.1). The color code of the edges represent the result of the
tissue-specificity test.
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SRSF1

SRSF2

SRSF3

SRSF4

SRSF5 SRSF6

SRSF7

SRSF8

SRSF9

SRSF10

SRSF11

SRSF12

TRA2B

TRA2A

Association btw. NMD isoform 

and gene expression:
NMD-promoting NMD-inhibiting

evidence of binding no evidence

not significant

significant

mutual regulation:

Figure 6-3: A regulatory subnetwork of SR proteins. A regulatory subnetwork
of SR proteins according to the data from Table A.17. The legend is as in Fig 6-2.

Among four considered AS types (Fig 4-8), I identified 5,309 AS events that

switch from protein-coding to NMD isoform (Table A.3). These USEs are referred

to as annotated. As in previous works [245], I used publicly available NMD inac-

tivation experiments followed by RNA-seq to check whether the annotated USEs

indeed produce NMD-sensitive transcripts. In accordance with the literature, 36

of 45 (80%) validated USEs with sufficient read support demonstrated a significant

increase of 𝜓 upon NMD inactivation in at least one experiment. However, only

1,435 of 3,196 (45%) annotated USEs did so, indicating that the evoked response
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to NMD inactivation may not always be a good predictor of unproductive splicing.

Therefore, I treated the reactivity to NMD inactivation as an additional evidence

and didn’t use it as a constraint.

6.3 Association of USEs with gene expression

Table 6.1: The number of unproductive splicing events.

USE group Validated Annotated Total

All 48 2,831 2,879

Significant 11 568 579

Tissue-specific 5 86 91

Regulated 3 47 50

CLIP in the gene 3 31 34

Local CLIP support 3 14 17

To study the association between unproductive splicing and gene expression at the

mRNA level, I analyzed RNA-seq data from about 8.5 thousand GTEx samples,

first disregarding their tissue attribution. Samples from testis were excluded since

the action of the NMD system in this tissue is different from that in other tis-

sues [247, 248, 249]. After the removal of the USEs with low variability and low

read support, 2,831 out of 5,309 annotated cases and 48 out of 57 validated USEs

remained (Table 6.1). To detect concordant changes between the NMD isoform

splicing rate and the gene expression level, I characterized each USE by 𝜓𝐻 − 𝜓𝐿,

the difference of median 𝜓 values between the upper and the lower quartiles of the

𝜓 distribution, ∆𝑒𝑔 and ∆𝑒𝑙, the difference of medians of the global and local ex-

pression levels, and their respective 𝑧-scores (see chapter 4). A comparison with AS

events that don’t generate NMD isoforms revealed a set of 579 USEs with 𝑧-score

below −5, which I refer to as significant (Table A.15). Among them, there were

11 validated cases, most of which showed a remarkable magnitude of 𝜓 changes

(Fig 6-4, A).
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Figure 6-4: Significance of validated USEs. (A) Significant USEs are charac-
terized by the 𝑧-score of 𝑒𝑔 below −5, and negative ∆𝑒𝑔 and ∆𝑒𝑙 values. 𝜓𝐻 − 𝜓𝐿

denotes the difference of the medians in the upper and the lower quartiles of the 𝜓
distribution. (B) The distribution of 𝜓 values for selected USEs from panel (A).
The top 25% and the bottom 25% of 𝜓 values are colored in orange and blue, respec-
tively. The box plots represent the distribution of 𝑒𝑔 and 𝑒𝑙 in the two groups. Shown
in green are ∆𝑒𝑔 and ∆𝑒𝑙 values. Asterisks (***) denote a statistically discernible
difference at the 0.1% significance level.

The strongest association was observed for the well-documented PTBP1 targets

such as GABBR1 and DLG4, in which 𝜓𝐻−𝜓𝐿 exceeded 50% and was accompanied

by more than a twofold decrease of the expression level (Fig 6-4, B). Other examples

include USEs in RBM10, an important component of the spliceosome that is associ-

ated with genetic diseases and cancer [250, 251, 252], and TRA2A, a member of the

SR protein family also known as an oncogene [253, 254, 255]. In RBM10, skipping of
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the essential exon 6 leads to a decrease in expression, which promotes proliferation

in lung adenocarcinoma [256, 135]. In TRA2A, suppression of expression occurs

through the stimulation of the poison exon 2 in its mRNA by the TRA2A gene

product and its paralog TRA2B [151].

6.4 Tissue-specific regulation of USEs

To explore tissue-specificity of the association between splicing rate and gene ex-

pression for significant USEs, I estimated the deviations of the median 𝜓 value and

the median 𝑒𝑔 in each tissue from the respective pooled medians and compared the

number of tissues, in which these deviations had opposite signs, with the number

of tissues, in which they had the same sign (see chapter 4). Under the null hypoth-

esis that deviations with the same and the opposite signs are equally likely, this

procedure yielded 91 USEs with significantly negative tissue-specific associations

(Table A.16). In what follows, I refer to these USEs as tissue-specific (Table 6.1).

On the other hand, a number of large-scale functional assays have assessed the re-

sponse of the cellular transcriptome to perturbations of RBP expression levels [210].

I collected a panel of 419 such experiments followed by RNA-seq for 248 RBPs (Ta-

ble A.4). For each RBP, I assessed the concordance of changes in the NMD isoform

splicing rate and changes in the target gene expression using multiple experiments

and selected RBP-USE pairs, in which these changes had opposite signs (see chap-

ter 4). In 124 out of 203 validated cross-regulatory cases, for which this assessment

was possible, I identified 30 RBP-USE pairs with the expected regulatory outcome

and only one pair, in which the direction of the regulation was opposite to that

reported in the literature (Table A.17). In application to tissue-specific USEs, it

yielded at least one regulator in 74 cases, in 50 of which tissue-specific expression of

the regulator was accompanied by tissue-specific 𝜓 changes. In what follows, I refer

to these USEs as regulated (Table 6.1).
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𝑒𝑔

𝑒𝑔

GABBR1

DLG4B

PTBP2A

C

𝑒𝑔

Figure 6-5: Examples of validated tissue-specific USEs. Panels (A), (B), and
(C) show the results for PTBP2, DLG4, and GABBR1 genes, respectively. In each
case, boxplots show (left to right) the distribution of 𝜓, global gene expression level
(𝑒𝑔), the expression levels of regulators, and the protein expression level. Statistically
significant deviation from the pooled median are marked with asterisks (***FDR <
0.001; **FDR < 0.01; *FDR < 0.05; NS not significant). The color of an asterisk
shows whether the deviation is in the expected (green) or the opposite direction.
Tissues are denoted by numbers and sorted in ascending 𝜓 order.
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To further confine the list of candidates, I required that the RBP bind the target

pre-mRNA. To check this, I used high-throughput crosslinking and immunoprecip-

itation (CLIP) experiments provided in the POSTAR3 database [212] and found

evidence of binding by at least one predicted regulator for 34 regulated USEs, in-

cluding 17 cases with footprints in the immediate proximity of the USE (Table 6.1,

Table A.18).

This analysis reconfirmed brain-specific USEs in the PTBP2, DLG4, andGABBR1

genes, in which the NMD isoform is induced by PTBP1 -mediated skipping of an

essential exon (Fig 6-5). These USEs are known to upregulate gene expression by

inhibiting the NMD isoform expression in the brain and activating it in the other

tissues [153, 172, 170]. In accordance with this, I observed a statistically significant

association with brain-specific expression of PTBP1 in all three cases and a signifi-

cant association with the expression of SRRM4 for PTBP2. To further confirm the

observed patterns, I used proteomic data to demonstrate that protein expression is

increased in the brain, with a particularly strong trend in the case of DLG4.

I next considered 34 regulated USEs with CLIP support in the gene and clustered

them according to their AS rates (Fig 6-6). The clustering revealed three USE groups

of approximately equal sizes, which were characterized by a decreased 𝜓 in the brain

(cluster 1), a decreased 𝜓 in skeletal muscle and heart (cluster 2), and an increased

𝜓 in the brain (cluster 3). These USEs form a regulatory network, in which PTBP1

controls the expression of 15 targets (Fig 6-7). In cluster 1, PTBP1 stimulates

brain-specific gene expression by activating the NMD isoform in non-neural tissues,

as it also does in the case of PTBP2, GABBR1, and DLG4.
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𝜓 increased

𝜓 decreased

cluster 1 cluster 2 cluster 3

Figure 6-6: Clustering diagram of 34 regulated USEs with CLIP support
in the gene. Clustering diagram of 34 regulated USEs with CLIP support in the
gene based on tissue-specific deviations of 𝜓. The clusters are characterized by a
decreased 𝜓 in the brain (cluster 1), a decreased 𝜓 in skeletal muscle and heart
(cluster 2), and an increased 𝜓 in the brain (cluster 3).

A previously unknown example of USE regulation was found in the DCLK2 gene,

the product of which is necessary for the development of the hippocampus and the

regulation of dendrite remodeling [257, 258]. I predict that PTBP1 stimulates the

inclusion of the poison exon 16, which leads to the suppression of DCLK2 expression
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with a significant effect observed both at the mRNA and protein levels (Fig 6-8, A).

In this case, the presence of CLIP peaks of PTBP1 both upstream and downstream

of the poison exon indicates a non-canonical role of PTBP1 as a splicing activator,

consistently with the reports on the dual action of PTBP1 that depends on its

binding position relative to the exon [259].

# targets

1

2-3

4-5

>5

cluster 1 cluster 2 cluster 3

NMD-promoting

NMD-inhibiting

Test for tissue-specificity:

0.001≤FDR<0.1

FDR<0.001

Figure 6-7: The predicted network of regulated USEs with CLIP support
in the gene. The nodes and edges are as in Fig 6-2. The nodes from clusters 1-3
are labeled with the same colors as in Fig 6-6.

PTBP1 may cooperate with other regulators such as SRSF3, RBM15 and AQR

to inhibit NMD isoforms in genes from cluster 3, e.g. IQGAP1 (Fig 6-8, B). The

expression of IQGAP1 is maintained at low levels in healthy brain tissues, but in

brain tumors it is increased [260]. I confirm a brain-specific decrease of IQGAP1

expression that is associated with increased poison exon 29 inclusion and reduced

expression of PTBP1 and SRSF3, most remarkably in the cerebellum. PTBP1 may

also regulate cluster 2 targets such as ACSF3, where it promotes the inclusion of
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an essential exon together with DDX52 and XRCC6 (Fig 6-8, C). The product of

ACSF3 is necessary for mitochondrial metabolism, and hence it is upregulated in

tissues where cells are rich in mitochondria, including liver, muscle, and heart [261,

262], where PTBP1, DDX52, and XRCC6 are upregulated.
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Figure 6-8: Examples of novel tissue-specific USEs. Panels (A), (B), and
(C) show the results for DCLK2, IQGAP1, and ACSF3 genes, respectively. The
ideograms in each panel show the USE and CLIP peaks of PTBP1. The rest of the
legend is as in Fig 6-5.
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6.5 Tissues with frequent USE regulation

I next asked whether unproductive splicing is more active in some tissues than in the

others. Concordant changes between 𝜓 and gene expression level could arise by pure

chance due to large fractions of upregulated NMD isoforms and downregulated genes.

For instance, tibial nerve, thyroid, and prostate are characterized by simultaneous

upregulation of NMD isoforms and downregulation of expression in many genes,

while in skeletal muscle and heart, the pattern is the opposite (Fig 6-9).

A 𝑒𝑔 𝑒𝑙B

Figure 6-9: Characterization of tissues by the number of up- and downregu-
lated USEs and genes. (A) The fraction of significant USEs that are upregulated
(Y-axis) and downregulated in a tissue (X-axis). The color code for tissues is as in
(Fig 6-8). (B) The fraction of significant USEs in which gene expression (𝑒𝑔,left,
and 𝑒𝑙, right) is upregulated (Y-axis) or downregulated (X-axis) in a tissue.

To address this, I performed a 𝜒2-test for association between up- and downreg-

ulation of the NMD isoform and up- and downregulation of gene expression level in

each tissue and compared the observed and the expected number of USEs (Fig 6-

10). The observed frequencies of negative concordant changes between NMD isoform

splicing rate and gene expression level significantly exceeded the expected frequen-

cies in cerebellum, most brain subregions, and ovary, but not in thyroid, prostate,

or tibial nerve. These findings indicate a particularly strong association between

unproductive splicing and gene expression in the brain and support the importance

of NMD in brain development and disease [263]. In support of this finding, the

functional enrichment analysis in DAVID [220] web-server detected the overrepre-

sentation of brain-specific genes within those having at least one tissue-specific USE,
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although the effect is not statistically significant (FDR>0.1, Table A.19).

Figure 6-10: The abundance of tissue-specific USEs. The excess of observed
tissue-specific USEs vs. the number of expected tissue-specific USEs with positive
(left) and negative (right) deviations of 𝜓 from the pooled median. Tissues with
FDR < 0.05 are colored as in Fig 6-8. Tissues with no significant excess of observed
tissue-specific (FDR ≥ 0.05) are colored in gray.
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Chapter 7

Discussion

7.1 Regulation of tissue-specific TASS

Increasing amounts of high-throughput RNA-seq data have uncovered the expanding

landscape of human alternative splicing [264]. Presented here is the most complete

up-to-date catalogue of 45,739 miSS, of which 9,303 are significantly expressed in

human tissues according to GTEx data. It significantly extends the TASSDB2

database constructed based on the evidence from ESTs [214] by adding ∼18k miSS

(Fig A-6, A), which are enriched with significantly expressed miSS despite being

weakly expressed on average (Fig A-6, B, C). It also adds data on specific TASS

classes such as NAGNAGs [69] and GYNNGYs [115]. On the one hand, the number

of detected TASS is reaching a plateau with increasing the number of GTEx samples

up to 8,548 (Fig A-7) indicating that this catalogue is close to complete. On the other

hand, a substantial fraction of TASS are noisy (more than 63% among miSS that

are not significantly expressed) reflecting the natural tradeoff between sensitivity

and specificity of bioinformatics approach.

While the majority of miSS in the coding regions are located downstream of

their respective maSS, the upstream miSS tend to be expressed stronger, i.e., the

spliceosome tends to systematically choose a miSS that is located upstream. This

pattern likely results from the linear scanning mechanism, in which the spliceosome

traverses the pre-mRNA in the 5’ to 3’ direction so that tandem splice sites follow

first come-first served principle [265, 266]. The relative expression is the strongest
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for the frame-preserving acceptor miSS in support of the observation that transcript

isoforms with frame-disrupting miSS are suppressed by NMD. We therefore expected

that frame-disrupting miSS would be rare among significantly expressed and tissue-

specific miSS. However we observe that almost a half of tissue-specific coding miSS

disrupt the reading frame (Table A.7). Furthermore, frame-disrupting tissue-specific

miSS are more conserved than non-significantly expressed miSS (Fig 5-12, B) indi-

cating a potential function such as, for example, fine-tuning of gene expression levels

via NMD [245, 146, 159].

The analysis of tissue-specificity recapitulated patterns previously observed in

the analysis of alternative splicing [223], such as high abundance of tissue-specific

miSS in testis, cerebellum, and other brain tissues (Table A.9). At that, the fre-

quency of brain-specific events might be underestimated because samples represent-

ing brain tissues make up a higher fraction than any other tissue [176] introducing

the bias in brain-specific 𝜑 and expression levels towards median values calculated

across all samples.

Previous reports indicated that strongly expressed miSS located at a distance

of 3, 6, 9 nt from the maSS in coding regions, which are to a large extent equivalent

to the significantly expressed miSS introduced here, are overrepresented in disor-

dered protein regions [111]. The evolutionary selection against alternatively spliced

NAGNAGs in protein-coding genes is stronger in structured regions than in disor-

dered regions [111]. Here, we extended this result by showing that tissue-specific

miSS are even more enriched in disordered protein regions than other significantly

expressed miSS. Furthermore, we showed that tissue-specific miSS are associated

with SLiMs and post translational modification sites. While there is no positive se-

lection for Cn nucleotides among neither significantly expressed nor other miSS, we

observed a strong negative selection acting to preserve Cn nucleotides in the former

(Fig 5-34). This finding can be explained by the tendency of functional miSS to pre-

serve the suboptimal state relative to maSS, i.e functional miSS are evolutionarily

conserved and maintain their Cn nucleotides, but they also do not harbor more Cn

nucleotides not to outcompete maSS. Furthermore, we showed a tendency of many

tissue-specific miSS to be regulated by RBPs, e.g., the miSS in the exon 6 of the
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QKI gene is likely regulated by PTBP1 (Fig 5-22). All these findings are indicative

of a functional role of at least a proportion of miSS.

It has been demonstrated that cell-type-specific alternative splicing within the

same tissue may affect a large fraction of multi-exon genes and govern cell fate

and tissue development [267, 268]. For example, pairs of exons in genes GRIA1

and GRIA2 follow a strict mutually-exclusive pattern between different neuronal

types [269]. In this study, we examined miSS expression in primary cells from dif-

ferent tissues and identified hundreds of cell-type-specifically expressed miSS. While

the comparison of expression profiles suggested that miSS expression and its regu-

lation by RBPs depends to a greater degree on the cell type than on the tissue of

origin, both local (cell type) and global (tissue) gene expression environments can

contribute to the specificity of miSS usage (Fig 5-27,Fig 5-28).

The observations made in this manuscript are based on the analysis of RNA-seq

data from the GTEx project [176]. It is hence worthwhile to address the question

which proportion of these alternative splicing events translate to the protein level.

Direct measurement of this proportion by, for example, shotgun proteomics is not

instructive for many reasons, including limited coverage and low sensitivity of such

experiments [270], as well as the fact that the cleavage site consensus of a widely

used trypsin protease overlaps with the amino acid sequence induced by the splice

site consensus, thus producing non-informative peptides [271]. This question has

been debated in the literature [67, 119, 120]. On the one hand, proteomics data

support the expression of a single predominant protein isoform for most human

genes [67]. On the other hand, ribosome profiling suggests translation of alternative

isoforms [272], and experimental studies demonstrate the functional importance of

alternative splicing in modulation of protein-protein interactions [273]. Our study

adds to this debate in that we have collected multiple lines of evidence that sup-

port expression on the protein level and functional importance of TASS-related iso-

forms. Our estimate of significantly expressed miSS largely exceeds the conservative

estimate of proteomics-supported alternative splicing events [67]. Our analysis of

Ribo-Seq experiments supports their expression, and in many cases this expression is

tissue-specific. We also showed that significantly expressed miSS, as well as maSS,
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are under negative selection pressure. Finally, our analysis confirms that sites in

protein sequence that correspond to TASS events are depleted from structured pro-

tein regions, just as for alternative splicing events in general [229, 274], which also

suggests their non-neutral evolution and hence functionality on the protein level.

In line with previous research [274], we demonstrated that when located in disor-

dered protein regions, TASS-associated events often affect sites of post-translational

modification.

7.2 Regulation of tissue-specific unproductive splic-

ing

A coordinated interaction between AS and NMD that leads to the degradation

of specific mRNAs, which constitutes unproductive splicing, is a widespread phe-

nomenon that has been documented in almost all eukaryotes [275, 276, 146, 150].

Compared to other post-transcriptional regulatory mechanisms such as endogenous

RNA interference [277, 278, 279, 280] and the control of mRNA stability by RNA

modifications [281, 282, 283], unproductive splicing appears to act pervasively at the

transcriptome level, as evidenced by the fact that nearly a third of human protein-

coding genes have at least one annotated NMD transcript isoform [284].

The examples of PTBP2, DLG4, and GABBR1 demonstrate as a proof of princi-

ple that tissue-specific unproductive splicing can be inferred from the transcriptomic

data. Although we observed a significant association between NMD isoform splicing

rate and gene expression level in many cases (Fig 6-4, B), the majority of validated

USEs exhibit no convincing evidence of such association. In part, this lack of re-

sponse is explained by a bias in observing splicing changes that are masked by rapid

degradation of unproductive isoforms by the NMD pathway and constant influx of

pre-mRNAs due to ongoing transcription [161]. The unproductive splicing could

also be inactive in fully differentiated tissues and operate only in specific conditions

such as differentiation [285, 147], neurogenesis [172, 153], or hypoxia [286]. In fact,

most splicing factors demonstrate only minor differences in expression between tis-

sues [81] in comparison to KD or OE experiments, in which the validated USEs
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have been originally described. The regulatory potential of unproductive splicing

requires a relatively large dynamic range of AS changes, which may be restricted in

the mature tissues. All these factors inherently limit the sensitivity of the proposed

method.

A fundamental challenge in studying unproductive splicing is the existence of

feedback loops and indirect connections in the network. For instance, in the case

of autoregulation, the product of a gene that harbors a poison exon counteracts its

own upregulation by promoting exon inclusion, thus leading to the downregulation of

gene expression level and, consequently, to suppression of the NMD isoform that was

initially upregulated. Splicing regulatory networks may contain circuits that serve

as proxies and interfere with direct interactions, e.g., PTBP1 upregulates SRSF3,

which in turn upregulates PTBP2, but PTBP1 itself directly downregulates PTBP2

(Fig 6-2). As a result, the sign and the magnitude of the association between NMD

isoform splicing rate and RBP expression may vary depending on the connectivity in

the network potentially leading to both false positive and false negative predictions.

The methodology outlined here aims at the discovery of tissue-specific USEs.

The core part of it is based on a statistically robust test that compares gene ex-

pression levels in the extremes of 𝜓 distribution rather than on the analysis of

correlations, thus estimating not only significant but also substantial and explicit

differences. It doesn’t depend on the tissue attribution in GTEx and can be applied

to other panels of RNA-seq experiments. The other parts measuring the response

of the transcriptome to the perturbations of RBP expression levels in combination

with RBP footprinting provide the evidence of causality for the proposed regulatory

circuits and can be used independently of the first part. Modular organization of

this workflow allows discovery of regulated USEs based on their splicing and expres-

sion signatures in other transcriptomic datasets, although not all aspects of these

signatures are currently well understood.

For instance, the response of the validated USEs to the inactivation of NMD

system components and perturbations of RBP expression levels in cell lines doesn’t

always agree with the signatures that are observed in tissues. In some cases, the

activation of unproductive splicing in tissues is concordant with the changes in
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mRNA expression levels but inconsistent with protein expression levels and vice

versa. The analysis of RBP perturbation experiments consistently demonstrated

nearly the same number of positive and negative associations between 𝜓 and 𝑒𝑔 in the

validated USEs implying the existence of positive feedback loops, the physiological

relevance of which is debatable [245]. Further analysis of the molecular mechanisms

underlying unproductive splicing and larger volumes of multi-omics data will be

required to address these concerns in future studies.
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Conclusion

Large panels of transcriptomic data represent an invaluable resource for studying

gene expression at the level of alternative splicing. This dissertation aimed to study

two classes of aberrant splicing events, which represent large fractions of alternative

isoforms in the human transcriptome, TASS and USEs. The main conclusions of

this project are as follows:

� While the majority of aberrant splice isoforms represent splicing noise, there

is still a substantial fraction of events showing evidence of tissue-specific reg-

ulation by RBPs and other features indicating their functional importance.

� A large number of tissue-specific TASS affect structured protein regions and

may adjust protein-protein interactions or modify the stability of the protein

core, including TASS in PUM1 and ANAPC5 genes.

� A systematic analysis has demonstrated for the first time the involvement of

unproductive splicing in the regulatory circuits that define tissue-specificity of

gene expression.

� I confirmed tissue-specific patterns that were previously proposed for USEs in

PTBP2, DLG4, and GABBR1 and identified several dozen novel USEs having

evidence of tissue-specific regulation through unproductive splicing by trans-

regulators.
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� Many USEs are specific to the brain or skeletal muscle tissues and are likely

controlled by PTBP1, e.g. those in DCLK2, IQGAP1 and ACSF3.

These results greatly expand the current knowledge on the function of alter-

natively spliced transcripts and represent a useful resource for molecular biologists

and bioinformaticians studying alternative splicing and gene expression regulatory

pathways.
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Appendix A

Supplementary materials

A.1 Supplementary information

The TASS catalogue is available through a track hub for the UCSC Genome Browser

(https://raw.githubusercontent.com/magmir71/trackhubs/master/TASShub.txt). To

visualize it, copy and paste the link into the form at http://genome.ucsc.edu/cgi-

bin/hgHubConnect#unlistedHubs.
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A.2 Supplementary figures

Figure A-1: The comparison of the structural annotation assigned directly
to miSS (left) or from the structural annotation of the corresponding
maSS (right). Only exonic miSS and corresponding maSS are considered.

O
/E

Figure A-2: The selection of cryptic and not significant miSS in coding
regions for marmoset and human genomes.
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A

B poison exon C essential exon
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F poison 3’ splice site G essential 3’ splice site
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∆ ∆ ∆ ∆

∆ ∆ ∆ ∆

∆ ∆ ∆ ∆

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙 𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

𝑒𝑔 𝑒𝑙𝑒𝑔 𝑒𝑙

Figure A-3: The features discriminating USEs and protein-coding AS
events. (A) The fraction of USEs and protein-coding AS events with the same
sign of ∆𝑒𝑔 and ∆𝑒𝑙 (positive, ∆𝑒𝑔 > 0 and ∆𝑒𝑙 > 0, and negative, ∆𝑒𝑔 < 0 and
∆𝑒𝑙 < 0). Error bars represent 95% confidence intervals. (B-I) The distribution of
𝜓𝐻 − 𝜓𝐿, ∆𝑒𝑔, z-score of ∆𝑒𝑔, ∆𝑒𝑙, z-score of ∆𝑒𝑙 in events from the positive and
negative sets (see panel A). The empirical cumulative distribution function (CDF)
is shown as 1-CDF.
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Figure A-4: Genes containing tissue-specific miSS. (A) Genes were character-
ized as having at least one non-significant (NS), significant, but non-tissue-specific
(NTS), or tissue-specific (TS) miSS. (B) Genes having miSS belonging to different
categories tend to contain more exons. (C) Matching genes having at least one TS
miSS with genes having only NS or NTS miSS by the number of exons in the gene.

Figure A-5: An example snapshot of the representation of the compre-
hensive catalogue of human TASS with a Genome Browser track hub.
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significantly expressed

GTEx-only

TASSDB216k

A

B

18k

C
Expressed miSS

Figure A-6: The constructed miSS catalogue extends the TASSDB2
database. (A) The intersection of the set of expressed miSS with TASSDB2.
(B) miSS not contained in TASSDB2 have on average lower 𝜑 values than miSS in
TASSDB2. (C) miSS not contained in TASSDB2 are enriched with tissue-specific
and non-tissue-specific significantly expressed miSS (top); within these categories
they have similar or higher 𝜑 values compared with miSS in TASSDB2 (bottom).

all 8548 GTEx samples pooled 

together

one sample

Figure A-7: The dependence of the fraction of identified TASS on the
number of considered samples.
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A.3 Supplementary tables

Online materials are available at https://doi.org/10.5281/zenodo.7097854

Table A.1: Summary statistics at different filtration steps of the TASS
catalogue.

See Online materials.

Table A.2: Accession codes for samples of shRNA RNP KD and eCLIP.

See Online materials.

Table A.3: Annotated USEs. AS events that switch the protein-coding isoforms to
NMD isoforms according to the GENCODE annotation. The position of the PTC in
the NMD isoform is shown the column "stop_rel_position". The column "psi_ctl"
shows the average value of 𝜓 in the control. The column "max_delta_psi" shows the
maximum value of ∆𝜓 observed in the NMD inactivation experiments. The last six
columns show the values of ∆𝜓 in six analyzed NMD inactivation experiments. The
names of these columns contain the data source, the cell line, and the experiment.
NE and NS labels stand for not expressed and not significant values, respectively.

See Online materials.

Table A.4: The list of RBP perturbation experiments and their accession
numbers.

See Online materials.
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Table A.5: The list of NMD inactivation experiments and their accession
numbers.

Data

source

Cell

lines

Experiment List of identifiers Annotation

ENCODE K562 UPF1 KD ENCFF243KYH ENCFF632FEO

ENCFF055IEE ENCFF823LBA

exp exp ctl

ctl

ENCODE HepG2 UPF1 KD ENCFF850ORL ENCFF819BTX

ENCFF168UDP ENCFF321ZFN

exp exp ctl

ctl

SRP090916 54-1 UPF1

siRNA

SRR4361751 SRR4361752 ctl exp

SRP063462 Hela UPF1

shRNA

SRR2300536 SRR2300795

SRR2301041 SRR2301042

ctl exp ctl

exp

SRP063493 Nalm-6 CHX treat-

ment

SRR2313096 SRR2313097

SRR2313098 SRR2313090

SRR2313091 SRR2313092

exp exp exp

ctl ctl ctl

SRP041788 Hek293 UPF1

siRNA

+ XRN1

siRNA

SRR1275416 SRR127541 exp ctl

Table A.6: The correspondence between Proteomics DB tissues and GTEx
tissues (SMTSD).

See Online materials.

Table A.7: Characteristics of miSS in different expression categories. TS
and non-TS stand for "tissue-specific" and "non-tissue-specific"

miSS non-significant non-TS TS

% # % # % #

coding % 78% 28,530 41% 2,770 77% 1,931

annotated % 10% 3,804 37% 2,542 74% 1,854

frame-preserving, coding % 35% 10,059 53% 1,467 59% 1,141
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Table A.8: GO-enrichment analysis of tissue-specific miSS. Genes having at
least one tissue-specific miSS were compared with genes having no tissue-specific
miSS using GOrilla web server [218].

See Online materials.

Table A.9: Abundance of tissue-specific miSS in tissues.

tissue # tissue-

specific miSS

# upregulated

miSS

# downregu-

lated miSS

Brain - Cerebellar Hemi-

sphere

525 372 153

Testis 510 344 166

Brain - Cerebellum 474 307 167

Brain - Nucleus accumbens

(basal ganglia)

436 202 234

Muscle - Skeletal 427 138 289

Brain - Frontal Cortex

(BA9)

416 204 212

Skin - Sun Exposed (Lower

leg)

403 159 244

Brain - Cortex 391 169 222

Brain - Anterior cingulate

cortex (BA24)

368 173 195

Brain - Caudate (basal gan-

glia)

354 130 224

Whole Blood 349 91 258

Brain - Spinal cord (cervi-

cal c-1)

339 142 197

Heart - Left Ventricle 338 78 260

Brain - Hypothalamus 334 150 184

Adipose - Subcutaneous 331 127 204

Brain - Hippocampus 329 123 206

Continued on next page
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Nerve - Tibial 327 156 171

Pituitary 306 174 132

Esophagus - Mucosa 306 106 200

Thyroid 305 133 172

Brain - Amygdala 294 107 187

Heart - Atrial Appendage 294 74 220

Brain - Putamen (basal

ganglia)

289 112 177

Brain - Substantia nigra 285 111 174

Skin - Not Sun Exposed

(Suprapubic)

277 113 164

Artery - Tibial 275 102 173

Ovary 270 183 87

Pancreas 268 53 215

Adrenal Gland 268 115 153

Liver 263 95 168

Lung 258 96 162

Breast - Mammary Tissue 248 113 135

Small Intestine - Terminal

Ileum

247 147 100

Esophagus - Muscularis 227 89 138

Adipose - Visceral (Omen-

tum)

219 64 155

Prostate 219 110 109

Colon - Transverse 218 83 135

Colon - Sigmoid 215 110 105

Artery - Aorta 212 61 151

Uterus 208 149 59

Stomach 203 64 139

Spleen 198 102 96

Continued on next page

153



A.3. Supplementary tables Appendix A. Supplementary materials

Esophagus - Gastroe-

sophageal Junction

184 82 102

Kidney - Cortex 183 106 77

Artery - Coronary 176 73 103

Vagina 169 92 77

Minor Salivary Gland 150 78 72

Bladder 46 40 6

Cervix - Endocervix 27 24 3

Cervix - Ectocervix 25 23 2

Fallopian Tube 22 16 6

Table A.10: miSS-RBP-tissue triples.

See Online materials.

Table A.11: Predicted cases of miSS regulation by RBP with eCLIP sup-
port.

miSS gene

name

RBP shift coding

region

RBP ac-

tion on

miSS

A_chr6_163984476_+ QKI PTBP1 24 coding suppression

A_chrX_102933579_- MORF4L2 U2AF1 -51 non-coding activation

D_chr7_99063734_- PTCD1 EFTUD2 18 coding suppression

A_chrX_102933579_- MORF4L2 U2AF2 -51 non-coding activation

D_chr10_70098399_+ HNRNPH3 SRSF1 -45 coding suppression

A_chr12_123003598_- RSRC2 U2AF2 -22 coding suppression

Table A.12: miSS reactive to PTBP1 KD and OE.

See Online materials.

Table A.13: Expressed miSS.

See Online materials.
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Table A.14: Validated USEs. The list of USEs and their regulators, for which the
experimental validation was reported in human or mouse cell lines or tissue spec-
imens. The table key is the USE position in the gene for a particular organism,
characterized by the type of AS event, the position of the PTC relative to the AS
event, and the set of regulators and their mode of action (NMD-inhibiting/NMD-
promoting) reported in the literature. The next column section presents the descrip-
tion of the carried out experiments and their results, followed by a short functional
annotation of the USE and the targeted gene, manually curated genomic positions of
splice junctions and intron retention sites, and links to the UCSC Genome Browser
for USEs. Literature resources are cited as PubMed IDs (PMID).

See Online materials.

Table A.15: Significant USEs. The classification of validated and annotated USEs
as significant or not significant. The values of 𝜓𝐻 −𝜓𝐿, ∆𝑒𝑔, 𝑧− 𝑠𝑐𝑜𝑟𝑒 of ∆𝑒𝑔, ∆𝑒𝑙,
𝑧 − 𝑠𝑐𝑜𝑟𝑒 of ∆𝑒𝑙 are listed.

See Online materials.

Table A.16: Tissue-specific USEs. For each USE, shown are deviations of the
𝜓 from the pooled median, the deviation of 𝑒𝑔 and 𝑒𝑙 from the respective pooled
medians. The column "Effect" indicates whether the test for tissue-specificity in a
tissue gave the expected (negative) or the opposite (positive) association.

See Online materials.

Table A.17: Regulation of the validated RBP-USE pairs. The columns "DS"
and "DE" represent the difference in NMD isoform inclusion and gene expression
level under the condition of high RBP expression vs. low RBP expression, averaged
over experiments. NS and NT labels denote not significant and not tested cases,
respectively. The last three columns list the evidence of RBP binding from CLIP
data and literature citations.

See Online materials.

Table A.18: Regulation of tissue-specific RBP-USE pairs. Shown are all
RBP-USE pairs that were predicted from RBP perturbation assays for tissue-specific
USEs. The columns "# expected" and "# opposite" show the number of tissues
with the expected and the opposite associations between 𝜓 and RBP expression.
The last two columns show the evidence of RBP binding from CLIP data.

See Online materials.

Table A.19: GO-analysis of tissue-specific USEs. The output of functional an-
notation chart analysis of genes containing tissue-specific USEs vs. genes containing
only non-tissue-specific USEs.

See Online materials.
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