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Abstract 

 

Bacteria and archaea use CRISPR-Cas adaptive immunity systems to interfere with 

viruses, plasmids, and other mobile genetic elements. In Escherichia coli, immunity is 

acquired upon integration of 33-bp spacers into CRISPR arrays. DNA targets 

complementary to spacers get degraded and serve as a source of new spacers during a 

process called primed adaptation. Precursors of such spacers, prespacers, are ~33-bp 

double-stranded DNA fragments with a ~4-nt 3’ overhang. The detailed mechanism of 

conversion of targeted DNA to spacers in CRISPR array during primed CRISPR adaptation 

remains to be identified. It is reasonable to assume that cellular machinery engaged in 

genome maintenance and DNA metabolism also contributes to primed spacer acquisition. 

In this work, we investigated the role of proteins involved in genome stability maintenance 

in spacer acquisition by the Escherichia coli type I-E CRISPR-Cas system. Using FragSeq 

and the biochemical approach, we show that RecJ is the main exonuclease trimming 5’ 

ends of prespacer precursors, though its activity can be partially substituted by ExoVII. 

The RecBCD complex participates in 5’ end trimming by allowing single-strand specific 

RecJ to process double-stranded regions flanking prespacers. We also demonstrate that 

recJ deletion greatly decreases CRISPR adaptation efficiency by affecting prespacer 

generation and influences the accuracy of spacer incorporation.  

Primed adaptation efficiency is also dramatically inhibited in double mutants 

lacking recB and sbcD but not in single mutants, suggesting independent involvement and 

redundancy of the RecBCD and SbcCD pathways in spacer acquisition. Moreover, the 

absence of RecBCD and SbcCD affects the pattern of acquired spacers. The results reveal 

intricate functional interactions of genome maintenance proteins with CRISPR-Cas 

machinery. 

A project focusing on primed CRISPR adaptation in Pseudomonas aeruginosa was 

undertaken in parallel with the main work. The results show that bacteriostatic antibiotics 

promote the evolution of CRISPR-Cas immunity by delaying the production of mature 

phage particles. These findings can be generalized to other conditions that slow down the 
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speed of phage development. The work shows that, in addition to defective phages and 

nucleases that cleave phage genomes, the time of phage development inside the infected 

cell is a key determinant of the acquisition of CRISPR-Cas immunity against the phage. 

The results further support the evidence that the longer the DNA substrates are present in 

the cell, the higher is the chance for a CRISPR-Cas system to acquire new spacers from 

them.  
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 Literature review.  

1.1. Bacterial defense systems 

Billions of years of evolution and constant arm races between prokaryotes and 

invading mobile genetic elements led to the appearance of various defense strategies on 

both sides. Major groups the bacterial and archaeal defense systems may be divided into 

are: 1) innate immunity (restriction-modification, Argonaute, BREX), 2) adaptive 

immunity (CRISPR-Cas systems) and 3) dormancy or programmed cell death (toxin-

antitoxin, abortive infection). 

1.1.1.Innate immunity 

1.1.1.1. Restriction-Modification systems 

The first bacterial immunity system discovered was restriction-modification (RM), 

which uses DNA modification and restriction enzymes to mark the host genome and 

degrade unmodified MGE (mobile genetic elements), correspondingly. RM systems 

mainly protect bacteria and archaea from phages and other invading DNA elements, which 

are not modified. With a few exceptions, the genes encoding R and M parts are typically 

located in one operon (Ershova et al., 2012; G. G. Wilson, 1991). There are several types 

of RM systems known, which differ by the content of enzymes and requirement of 

ATP/GTP.  

Type II RM systems are the simplest and typically comprise separate restriction 

endonuclease (RE) and methyltransferase (MT) polypeptides, though some subtypes 

encode restriction and modification domains within the same protein (Ershova et al., 2012). 

MT modifies bacterial DNA, adding a methyl group from S-adenosyl methionine (SAM) 

to cytosines (at N4 or C5), and adenines (at N6) in the recognition sequence, which is usually 

palindromic (Sistla & Rao, 2004). RE recognizes unmodified recognition sequence in 

invading genetic elements and introduces cuts inside or close to this sequence, thus 

protecting the host. Due to their simplicity, the ability to specifically recognize particular 

sequences and introduce DNA breaks in predictable sites, and their great variety, Type II 

restriction enzymes are widely used in molecular biology (Pingoud et al., 2014). 
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Type I RM systems are more complex and contain three genes coding for restriction 

(R), modification (M), and specificity (S) subunits of the RSM complex. The R subunit 

also contains a helicase superfamily II ATPase domain. Upon recognition of a specific 

sequence, the RSM complex translocates along DNA using the energy of ATP hydrolysis 

to ultimately introduce DNA breaks in non-specific sites (Dryden, 2004; Janscak et al., 

1999; Powell et al., 1993; Seidel et al., 2004). DNA cleavage is proposed to be activated 

by any barrier blocking the translocation (Janscak et al., 1999). The RSM complex acts as 

a RE on unmethylated DNA, or as a MT on semi-methylated DNA, methylating the N6 

position of an adenine in the recognition site using SAM a methyl group donor.  

Type III RM systems have some features of both Types I and II: it has two subunits, 

R and M, but R also has an ATPase domain. The recognition sites are methylated only on 

one strand, and two unmodified sites in inverse orientations are required for restriction 

(Meisel et al., 1992). Two RM complexes translocate DNA after recognition of specific 

sites, remaining bound to them (Dryden et al., 2001; Reich et al., 2004). Stalled 

translocation activates restriction, and each complex cuts one strand.  

Type IV RM systems likely appeared as a result of a long-term coevolution of RM 

systems and MGEs and specifically target genetic elements protected from the action of 

Type I-III RM systems by DNA modifications (Stewart et al., 2000). 

Defense systems resembling classical RM systems but utilizing phosphorothioation 

as a mark for self/nonself discrimination are called DND (Ho et al., 2015; D. You et al., 

2007). The dndABCDE and dndFGH genes are required for restriction and modification, 

respectively, and their functions are now only partially established. 

Bacteriophages have evolved several mechanisms to protect from RM defense, 

with avoidance of the recognition sites being the simplest one (Tock & Dryden, 2005). 

Some phages encode RM-inhibiting proteins, such as Ocr of phage T7 (Bandyopadhyay et 

al., 1985), or have their own modification enzymes to avoid the recognition by restriction 

enzymes (Warren, 1980). Another anti-RM strategy is the use of unusual bases, such as 5-

hydroxymethyluracil in some B. subtilis phages or hydroxymethylcytosine in T-even 

phages (Krüger & Bickle, 1983; Warren, 1980). The P1 phage encodes proteins that are 
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injected together with phage DNA into infected cells and block restriction sites in phage 

DNA, hiding them from bacterial restriction enzymes (Iida et al., 1987). Another known 

strategy is to stimulate the bacterial M protein to modify the phage DNA (Zabeau et al., 

1980), or to degrade cofactors required for the restriction activity of Type I and III 

restriction endonuclease enzymes  (Studier & Rao Movva, 1976).  

1.1.1.2. Argonaute proteins 

Argonaute proteins were initially discovered in eukaryotes (eAgos). They perform 

RNA interference, cleaving RNAs that pair with small interfering RNAs (siRNA) bound 

to eAgo (Lingel & Izaurralde, 2004; J. Liu et al., 2004). Inactive variants of eAgos in 

complex with microRNAs were demonstrated to block the translation of complementary 

RNAs in a reversible way (Hutvagner & Simard, 2008). Prokaryotic Agos (pAgos) were 

found to be the ancestors of eAgos (E. V. Koonin, 2017). They defend bacteria and archaea 

from invading nucleic acids. In contrast to eAgos, which are present in ~65% of all 

sequenced eukaryotic genomes, pAgos are present in only ~30% of archaeal and ~10% of 

bacterial genomes (Swarts, Makarova, et al., 2014). Both eukaryotic and prokaryotic Agos 

contain a nuclease PIWI domain and guide-binding MID and PAZ domains, though PAZ 

is present only in some prokaryotic Agos (Makarova et al., 2009). pAgos with a full set of 

domains are called “long”, while “short” pAgos have only PIWI and MID. Different types 

of pAgos may use short RNA or DNA molecules as guides to recognize complementary 

targets, which is followed by the introduction of single-strand breaks. The majority of 

studied pAgos use ssDNA as a guide and prefer dsDNA as targets (Swarts, Jore, et al., 

2014; Willkomm et al., 2017; Yuan et al., 2005). Interestingly, catalytically inactive 

variants of pAgos are often genetically associated with other nucleases, suggesting that 

these pAgos perform target recognition followed by target cleavage by other, recruited 

nucleases (Swarts, Makarova, et al., 2014). The guide molecules are proposed to originate 

from degradation products of foreign mRNAs, though the precise mechanism is still to be 

studied (Olovnikov et al., 2013). Some pAgos can perform guide-independent target 

cleavage, thus potentially generating guides for subsequent directed targeting (Swarts et 

al., 2017; Zander et al., 2017). Given their simplicity, pAgos are promising tools for 
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biotechnology. Establishing the conditions to ensure high target and guide binding 

specificity is one of the main problems for Ago applications (Kuzmenko et al., 2019). 

Moreover, Agos lack helicase activity and may rely on additional cellular proteins to 

unwind dsDNA targets (Hunt et al., 2018; Kuzmenko et al., 2019). 

  

1.1.1.3. BREX 

Bacteriophage exclusion (BREX) systems are widespread among bacteria and 

archaea and are classified into six subtypes based on the number and the order of genes in 

the system (Goldfarb et al., 2015). All BREX systems known to date have two common 

proteins with the PglZ alkaline phosphatase and PglY ATPase domains (Goldfarb et al., 

2015). The PglX site-specific methyltransferase domain is also present in most BREX 

systems and is suggested to be responsible for self/nonself discrimination by modifying the 

host DNA (Goldfarb et al., 2015; Gordeeva et al., 2019). Though this makes BREX similar 

to RM systems, it is functioning differently, apparently blocking the invading DNA 

replication without degrading it (Goldfarb et al., 2015; Gordeeva et al., 2019). Consistently, 

removing the pglX gene does not lead to the host genome degradation, though makes the 

cell susceptible to the phage (Goldfarb et al., 2015). A complex of multiple BREX proteins 

is suggested to scan the DNA for unmethylated recognition sites and block phage 

replication origins (Shen et al., 2013). Some phages were found to be resistant to BREX 

(Goldfarb et al., 2015), implying the existence of anti-BREX mechanisms. The T7-encoded 

Ocr protein was demonstrated to protect the phage not only from RM of Type I, but also 

from BREX, by associating with the PglX methyltransferase (Isaev et al., 2020).  

 

1.1.2. Adaptive immunity 

Adaptive immunity of bacteria and archaea is represented by CRISPR (clustered 

regularly interspaced short palindromic repeats)-Cas (CRISPR-associated sequence) 

systems, which are more comprehensively described in Chapter 2.2. They are present in 

~85% of archaea and ~40% of bacteria (Makarova et al., 2020). CRISPR-Cas systems use 
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pieces of foreign DNA to form a unique memory record in a host genome, such that the 

next time an invader comes it is specifically recognized and destroyed. CRISPR arrays are 

composed of short (25-50bp) palindromic direct repeats separated by unique spacers and 

an upstream leader sequence required for the acquisition of new spacers (Deveau et al., 

2010; Wei et al., 2015). There can be several, from 2 to 20, CRISPR arrays in the genome, 

each of them containing from 1 to several hundred CRISPR repeats. Many bacteria encode 

multiple CRISPR-Cas systems in their genome. For example, Serratia sp. ATCC 39006 

encodes type I-E, I-F, and III-A systems (Patterson et al., 2016). 

Some Cas proteins form an effector complex necessary for CRISPR-Cas-mediated 

immunity function. Other Cas proteins are required for immunity acquisition. The structure 

of CRISPR loci, gene composition, and Cas protein sequences define several types and 

subtypes of CRISPR-Cas systems (Makarova et al., 2020).  

There are three major stages of CRISPR-Cas immunity: 1) adaptation (spacer 

acquisition), 2) expression, and 3) interference. During CRISPR adaptation, the fragments 

of foreign DNA are recognized, bound by Cas adaptation enzymes, and incorporated into 

the CRISPR array at the leader-proximal end, becoming new spacers. If this is the first time 

bacteria encounter an invader, the process is called naïve adaptation (Datsenko et al., 2012; 

Fineran & Charpentier, 2012). During the expression stage, the array is transcribed into a 

long precursor CRISPR RNA (pre-crRNA), which is then processed into mature short 

crRNAs (Brouns et al., 2008; Pougach et al., 2010). Finally, during the interference step 

Cas-crRNA effector complexes recognize protospacers, invader DNA sequences 

complementary to the crRNA spacer part. This is followed by the degradation of foreign 

nucleic acid by the nuclease component of the effector (Brouns et al., 2008; Garneau et al., 

2010). 

To be recognized, a protospacer should be accompanied by a specific PAM 

sequence (protospacer-adjacent motif) (Mojica et al., 2009). PAM sequence is excised 

from pre-spacers before integration, such that spacers in CRISPR arrays are not targeted 

(Westra et al., 2013). Moreover, PAM unequivocally determines the way a new spacer is 
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inserted into the CRISPR array, assuring that the corresponding future crRNA will be 

protective (Datsenko et al., 2012; Sashital et al., 2012; Swarts et al., 2012). 

Genetic elements may acquire point escape mutations in PAM or protospacer 

sequences to avoid recognition by bacterial CRISPR-Cas systems (Semenova et al., 2011). 

In turn, bacteria “learned” to fight this through primed CRISPR adaptation, or priming 

(Datsenko et al., 2012). This type of CRISPR adaptation is coupled with CRISPR 

interference. Priming was demonstrated for the Type I and Type II CRISPR-Cas systems 

(Datsenko et al., 2012; Nussenzweig et al., 2019; Swarts et al., 2012). CRISPR adaptation 

machinery is attracted to target-bound effector-crRNA complex, leading to a robust 

CRISPR adaptation process, incorporating new spacers from DNA located in cis to the 

targeted protospacer (Datsenko et al., 2012; Savitskaya et al., 2013; Swarts et al., 2012). 

The primed CRISPR adaptation yield is strongly increased by mutations in PAM or 

mismatches of the protospacer sequence with crRNA (Datsenko et al., 2012; Fineran et al., 

2014). Priming mechanism allows the bacteria to update the memory record, increase the 

immune diversity in the population, and prevent the propagation of mutated genetic 

elements, which could otherwise overcome CRISPR immunity. CRISPR diversity appears 

important at both individual and population levels. The existence of several different 

spacers against the invader in one cell makes it harder for the foreign DNA element to 

avoid CRISPR immunity, as it would need to acquire more escape mutations (Levin et al., 

2013). In population, escape mutants that managed to avoid the CRISPR-Cas system in 

one cell, may not survive in other cells possessing different spacers, due to the limited 

ability to acquire escape mutations (van Houte et al., 2016). 

Some phages encode specific anti-CRISPR proteins (Acrs) to protect themselves 

from the host CRISPR-Cas immunity. Acrs affect different stages of CRISPR-Cas 

immunity, preventing crRNA or target binding (D. Dong et al., 2017; Meeske et al., 2020; 

Thavalingam et al., 2019; Zhu et al., 2019), or blocking the nuclease activity of the effector 

(Harrington et al., 2017). Acrs for almost every CRISPR-Cas system type were 

characterized. The diversity of phage anti-CRISPR proteins is suggested to be one of the 

main drivers of the diversification of the CRISPR-Cas types and subtypes (Y. Li & Bondy-
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Denomy, 2021). Acrs are promising tools for CRISPR-Cas applications since controlling 

the nuclease activity of Cas proteins allows to increase the editing accuracy. Recently a 

CRISPR adaptation-specific inhibition by the truncated Acr was also demonstrated 

(Philippe et al., 2022), though its mechanisms are still to be determined.  

 

1.1.3. Abortive infection 

This type of defense includes mechanisms that prevent the infection of the entire 

population by sacrificing individual infected cells while preventing the generation of viral 

progeny. These mechanisms usually act in the later stages of infection when other defense 

systems fail (Lopatina et al., 2020). The infected cell either becomes dormant or dies, with 

both outcomes preventing the formation of progeny phage (Lopatina et al., 2020). Abortive 

infection (Abi) systems are diverse and include TA (toxin-antitoxin), Rex, PifA, CBASS 

(cyclic oligonucleotide-based antiphage signaling), and certainly many others. 

TA systems are widely encoded on both plasmids and chromosomes (Jensen & 

Gerdes, 1995; Pandey & Gerdes, 2005). They encode a toxin, which is typically a stable 

protein able to affect some essential cellular systems such as replication, translation, or cell 

wall synthesis, and a much less stable antitoxin, which may be a protein or a non-coding 

RNA (Gerdes et al., 1986; Greenfield et al., 2000; Jensen & Gerdes, 1995; Ogura & Hiraga, 

1983). Antitoxin should be constantly expressed in sufficient levels to inhibit the toxin 

function. When a cell is undergoing stress or infection, the expression levels of TA system 

components are altered. When the antitoxin concentration decreases below a certain 

threshold, the toxin causes growth arrest or cell death. TA modules are categorized into 

eight classes, according to their toxin-antitoxin interaction mechanisms (Gerdes et al., 

2005). In types I-VII, toxin is a protein which is neutralized by a small RNA antitoxin 

(types I and III) or in other types, by a protein. In type VIII, toxin is a small RNA inhibited 

by an anti-sense antitoxic RNA. 

The Rex system of E. coli consists of two genes, RexA and RexB, acting together 

to stop cell growth and abort the infection by some lambdoid phages as well as some T4, 
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T5, and T7 strains (Toothman & Herskowitz, 1980). RexA presumably senses phage-

produced DNA-protein complexes and activates the transmembrane RexB protein (Snyder, 

1995). Activated RexB forms an ion channel and causes loss of membrane potential, ATP 

level drop, and growth arrest. There is evidence showing that infected Rex+ cells enter the 

stationary phase rather than undergo suicide (Slavcev & Hayes, 2003). The T4 phage has 

evolved a mechanism to overcome the Rex defense. T4 RIIA and RIIB proteins inhibit Rex 

by a yet unknown pathway, though it was shown to be concentration-dependent 

(Shinedling et al., 1987). 

Another Abi system PifA is encoded by the pifA gene on F plasmid and protects E. 

coli from the T7 phage. Membrane-associated PifA senses capsid protein Gp10 and 

dGTPase inhibitor Gp1.2 (Schmitt & Molineux, 1991). Upon activation, PifA leads to ATP 

leakage and cell death due to the membrane damage (Schmitt et al., 1991). The mechanism 

of sensing is still unknown. Mutations in both 1.2 and 10 genes allow T7 to avoid 

recognition and to overcome the PifA defense (Molineux et al., 1989). 

CBASS (cyclic oligonucleotide–based antiphage signaling system) systems were 

discovered in bacteria relatively recently. They are present in ~10% of known bacteria and 

archaea and are likely to be the ancestors of eukaryotic cGAS-STING systems (D. Cohen 

et al., 2019; Kranzusch et al., 2015). They include several mechanisms utilizing an 

oligonucleotide cyclase producing cyclic molecules made of two or three nucleotides in 

response to phage infection (Whiteley et al., 2019). Cyclic oligonucleotides serve as 

secondary messengers of infection activating a cell-killing effector (D. Cohen et al., 2019), 

which can be a phospholipase or another protein, depending on the type of system. One of 

the types encoded by Vibrio cholerae El Tor and E. coli TW11681 includes the DncV 

protein producing cGAMP and a phospholipase CapV. Phage infection activates DncV, 

which in turn induces CapV (Severin et al., 2018), leading to membrane degradation and 

cell lysis (D. Cohen et al., 2019). CBASS system was shown to be activated before the 

mature phage particles are formed inside the infected cell, so that cell lysis does not lead 

to more infections (D. Cohen et al., 2019). 
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1.2. CRISPR-Cas function and classification 

There are plenty of types and subtypes of CRISPR-Cas systems known, differing 

from each other by the composition and structure of effector complexes and target cleavage 

mechanisms. All systems can be divided into two classes: Class 1 systems are much more 

abundant and possess multi-subunit effector complexes. Systems with single-subunit 

effector enzymes belong to Class 2. Class 1 and 2 CRISPR-Cas systems likely originated 

independently (E. V. Koonin & Makarova, 2019). In recent years, the need for more 

compact and efficient genome editing tools and the implementation of novel bioinformatics 

approaches (Shmakov et al., 2015) greatly stimulated the discovery of novel CRISPR-Cas 

systems, particularly of Class 2 (Burstein et al., 2017; Murugan et al., 2017; Stella et al., 

2017). Each type of CRISPR-Cas systems has a signature protein distinguishing it from 

other types. According to the current classification, Type I, III and IV belong to Class 1 

and include 16 subtypes. Class 2 contains Type II, V and VI with 17 subtypes (Makarova 

et al., 2020). Besides differences in effector complex composition, Class 1 and 2 utilize 

different mechanisms of pre-crRNA processing: Class 1 uses a multisubunit effector 

complex, sometimes with the help of additional Cas proteins, to cut pre-crRNA. Processing 

in Class 2 systems is performed by RNAse III with the help of trans-activating RNA 

(tracrRNA) encoded in CRISPR loci (Deltcheva et al., 2011) or by the effector protein 

itself (East-Seletsky et al., 2016; Fonfara et al., 2016). 

Class 2 systems attract particular interest in biotechnology due to their compact 

size. The effector comprises one single protein: Cas9 for Type II, Cas12 for Type V, and 

Cas13 for Type VI. Types and subtypes within the class mainly differ by their gene 

composition and pre-crRNA processing mechanisms. In Type II and some Type V 

subtypes, pre-crRNA processing is performed by RNAse III with the help of tracrRNA 

(Deltcheva et al., 2011). TracrRNA has a 5’ region partially complementary to pre-crRNA 

repeat (which is not palindromic). They form duplexes which are recognized and cleaved 

by RNAse III, leading to the formation of mature crRNAs (Deltcheva et al., 2011). 

TracrRNA molecule remains bound to crRNA and the effector complex after processing. 
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The 3’ end of tracrRNA contains several structural elements interacting with the effector 

and is required for target recognition and cleavage (Briner et al., 2014). 

Types II and V differ in their effectors' domain organization: Cas9 has RuvC-like 

and HNH nuclease domains, each cutting one of the target DNA strands (Jinek et al., 2012; 

Makarova et al., 2006). Cas12 has only one RuvC-like domain responsible for cleaving 

both strands (Swarts & Jinek, 2019). Cas13 has two HEPN domains (Abudayyeh et al., 

2016). After being activated by recognition of a complementary target, which is RNA, it 

demonstrates non-specific in trans RNAse activity and thus might promote cell dormancy 

or programmed cell death and slow down phage infection, which allows to consider Type 

VI systems as Abi mechanisms (Abudayyeh et al., 2016; Meeske et al., 2019).  

The most popular gene editing system utilizes Cas9 of Streptococcus pyogenes 

(SpyCas9) and a fused single guide RNAs (sgRNAs), instead of a complex of individual 

crRNA:tracrRNA (Cong et al., 2013; Jinek et al., 2012). To control gene expression 

without editing, the catalytically inactivated dCas9 (dead Cas9) variant is used. The system 

is called CRISPRi (CRISPR interference) (Qi et al., 2013), though, in contrast to RNAi, 

which prevents translation, it mainly affects gene transcription. dCas9 can be used not only 

for gene repression but also for gene activation if fused to the transcription activation 

domains (C. Dong et al., 2018; Gasiunas et al., 2012). Programmable RNA-targeting can 

be performed by Cas13. Given its smallest size among all known CRISPR effectors, Cas13 

is a promising tool for the RNA interference applications in medicine, biotechnology, and 

research (Jinek et al., 2012). However, the “collateral” activity of Cas13 makes specific 

RNA targeting problematic, though many successful application cases are already 

described. Besides Cas13, Cas9 variants able to target RNA are also known (Strutt et al., 

2018). 

Interestingly, several Type II CRISPR-Cas systems were found to naturally perform 

gene regulation functions important for bacterial virulence. In Francisella novicida strain 

U112 possessing Type II-B CRISPR-Cas system, the expression of bacterial lipoprotein 

(BLP) is downregulated by the complex of Cas9, tracrRNA, and a small CRISPR–Cas-

associated RNA (scaRNA), which is transcribed from the locus near the CRISPR array 
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(Sampson et al., 2013). At the same time, CRISPR array itself and other Cas proteins are 

not required for this function. BLP was shown to play a crucial role in bacterial virulence, 

as it is recognized by the innate immune system of the host. Thus, the repression of BLP 

expression by CRISPR-Cas system promotes bacterial infection, though the details of the 

mechanism remain unidentified. Similarly, blp expression was shown to be upregulated in 

Δcas9 mutants of Streptococcus agalactiae and Riemerella anatipestifer, possessing Type 

II-A and II-C CRISPR-Cas systems, respectively (Ma et al., 2018; Y. Wang et al., 2019). 

In several other strains, Cas9 was also demonstrated to regulate the adhesion, cytotoxicity, 

and survival during infection in the host (Gao et al., 2019; Saha et al., 2020; Shabbir et al., 

2018; Spencer et al., 2019). 

 

Class 1 systems, particularly of Type I, are much more abundant in nature than 

Class 2, though not so popular for gene editing purposes because of their complexity. Type 

I systems utilize Cascade (CRISPR-associated complex for antiviral defense)-crRNA 

effector complex to recognize and bind complementary protospacers and recruit the Cas3 

translocase/nuclease for target degradation. All Type I systems are now classified into 7 

subtypes, from I-E to I-G (Makarova et al., 2020). Type I-E and I-F systems are lacking 

cas4 gene, encoding an accessory adaptation protein. In subtype I-G the cas1 and cas4 

adaptation genes are fused. The key interference protein Cas3 is encoded by a distinct cas3 

gene in all subtypes except for I-F, where it is fused with cas2. I-A, I-C, and I-G systems 

are supposed to be derivatives of I-B, differing in the order and composition of genes 

(Makarova et al., 2020). In subtype I-A, the Cas3 helicase and nuclease domains are 

encoded by two genes, cas3’ and cas3” respectively, and cas8 is split into two genes. 

Subtype I-D has a couple of special features such as Cas10d instead of Cas8 and cas3” 

encoded as a part of cas10d (Makarova, 2011). 

Type I CRISPR-Cas systems are promising for long-range genome editing in 

eukaryotic cells (Dolan et al., 2019). Besides, Type I-E CRISPR-Cas system with deleted 

cas3 was applied for transcription repression in bacteria (Rath et al., 2015). 
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The additional role of the Type I-F CRISPR-Cas system in virulence was shown 

for Pseudomonas aeruginosa PA14, where Cas3 targets the mRNA of LasR protein, which 

is crucial for recognition by the host immunity (R. Li et al., 2016). Type I-C CRISPR-Cas 

system of Myxococcus xanthus was proposed to be involved in the fruiting body 

development, as the expression of the M. xanthus cas genes is tightly regulated by the inter- 

and intracellular signals and was demonstrated to be activated in the fruiting body, but not 

in the peripheral cells (P. Viswanathan et al., 2007). In Salmonella, which possess Type I-

E CRISPR-Cas system, the deletion of cas3 reduced the biofilm formation and virulence 

(Cui et al., 2020), suggesting its role in gene regulation. 

Several defective, “minimal” variants of I-B, I-E, and I-F subtypes are also known 

(Faure et al., 2019; Peters et al., 2017; Shmakov et al., 2018) (Makarova et al., 2020). Such 

defective systems do not possess components for target degradation or adaptation, but are 

capable of pre-crRNA processing and target recognition and often have the associated 

CRISPR arrays (Faure et al., 2019). Defective I-F and I-B variants were first discovered in 

Tn7-like transposons and suggested to mediate crRNA-guided incorporation of MGE into 

specific DNA loci (Peters et al., 2017). This function was also demonstrated experimentally 

(Klompe et al., 2019). Several variants of defective type I-E systems found in 

Streptomycetaceae include those having tnsBC genes instead of cas1 and cas2 (suggesting 

that transposon genes replaced the adaptation module in this system (Faure et al., 2019)) 

and those lacking cas1, cas2, and cas3 but associated with STAND superfamily NTPases 

and a membrane protein, pointing to the possible signaling or regulating role of such 

systems (Shmakov et al., 2018). 

Type III systems are characterized by the presence of cas10 gene encoding a large 

multidomain subunit. Type III-A and III-B encode Csm and Cmr effector complexes, 

respectively. The interference mechanism is quite different from the one of Type I systems. 

The effector complex recognizes nascent RNA transcripts complementary to crRNA and 

then, presumably, nicks the DNA from which transcription occurs. Thus, Type III 

CRISPR-Cas systems target DNA in a co-transcriptional way. Interestingly, the 

recognition of the target by the Type III system induces the production by Cas10 of a cyclic 
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oligoadenylate (cOA), which serves as a secondary messenger of infection and activates 

CRISPR-associated non-specific RNAse Csm6, which possesses nucleotide-binding 

CARF (CRISPR-Associated Rossmann Fold) and HEPN (Higher Eukaryote and 

Prokaryote Nucleotide-binding) RNAse domains (Kazlauskiene et al., 2017; Niewoehner 

et al., 2017). Activated Csm6 targets both phage and bacterial RNA, which may lead to 

cell dormancy or death. Thereby, Type III CRISPR-Cas systems may act as Abi systems 

and protect the whole population from the phage in case the first lines of defense are 

overcome (Kazlauskiene et al., 2017; Niewoehner et al., 2017). 

 

In contrast to effector complexes, CRISPR adaptation enzymes are conserved for 

both CRISPR-Cas classes and represented by the Cas1 integrase, the Cas2 structural 

protein, and, for some systems, auxiliary proteins Cas4, Csn2 and a reverse transcriptase 

(Makarova et al., 2020). Cas1 is the primary enzyme performing spacer integration. Cas2 

possesses a  nuclease activity in vitro (Beloglazova et al., 2008; Nam, Ding, et al., 2012), 

but it is unnecessary for the spacer integration reaction (Nuñez et al., 2014a; Yosef et al., 

2012). Cas1 is the most conserved CRISPR-associated protein throughout all types (Haft 

et al., 2005; Makarova et al., 2006). Together with CRISPR arrays and Cas4, it is suggested 

to originate from casposons, a family of transposons encoding a Cas1-homologous 

transposase (E. V. Koonin & Krupovic, 2015). Casposons are flanked by terminal inverted 

repeats (TIRs) and target site duplications (TSDs), similarly to the typical DNA 

transposons (Krupovic et al., 2017). No Cas2 homologs have been found in casposons so 

far, though it is also proposed to originate from the ancestral casposon (E. V. Koonin & 

Krupovic, 2015). The integration of a new spacer into the CRISPR array is similar to the 

reaction of casposon integration. Both proceed via two nucleophilic reactions and result in 

duplication of the repeat in which the integration occurs (Beguin et al., 2016). Cas1 and 

Cas1-homologous casposases target the border between the leader and the first CRISPR 

repeat or between a tRNA gene and target site duplication (TSD), respectively. In both 

cases, the resulting ssDNA regions are filled in by an unknown polymerase. CRISPR arrays 
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have likely evolved from casposon TSDs, and the leader sequence presumably originated 

from the adjacent tRNA gene sequence (Krupovic et al., 2017). 

CRISPR-Cas interference and adaptation modules are proposed to have evolved 

independently and must have frequently recombined to form different types and subtypes. 

Accordingly, the phylogenetic tree of Cas1 variants only partially corresponds to the 

effector proteins phylogeny of overall CRISPR-Cas classification. Recombination between 

modules was demonstrated (Garrett et al., 2011; Hudaiberdiev et al., 2017; Vestergaard et 

al., 2014).  

 

1.3. CRISPR interference 

1.3.1. CRISPR interference in Type I systems 

In the Type I systems, CRISPR array is transcribed into a long precursor CRISPR 

RNA (pre-crRNA), which is recognized and processed by one of the components of the 

Cascade complex containing an RNA recognition motif (RRM): Cas5 (CasD) for Type I-

C system (Nam, Haitjema, et al., 2012) or Cas6 (CasE) for other subtypes (M. Li et al., 

2013; Przybilski et al., 2011; Sashital et al., 2011). The pre-crRNAs are cleaved inside each 

repeat, and the final crRNA consists of a spacer flanked by sequences corresponding to 

parts of the repeat. After the processing step, crRNA remains bound to Cas5/Cas6 and, 

therefore, Cascade (Jore et al., 2011; Nam, Haitjema, et al., 2012). 

Cascade-crRNA complex initiates the interaction between a spacer in crRNA and 

a protospacer of the target DNA through the formation of an R-loop (Brouns et al., 2008; 

Jore et al., 2011). The protospacer strand which is complementary to crRNA is defined as 

the target strand (T-strand). The recognition of protospacer requires the presence of short 

PAM directly adjacent to it. It could be recognized by the large Cas8 or, in case of I-D 

system, the Cas4 subunit (Sashital et al., 2012; Shiimori et al., 2018). The presence of PAM 

allows the system to distinguish foreign DNA (protospacer, has PAM) from cellular DNA 

(spacers in CRISPR array, lack PAM) (Deveau et al., 2008). Preferred PAMs vary across 

different Type I systems.  
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The unwinding of target DNA and the formation of heteroduplex begins in the 8 bp 

"seed sequence" (seed) proximal to PAM, and then is extended to the remainder of the 

protospacer so that the protospacer strand not complementary to crRNA (nontarget, or NT-

strand) is completely displaced (Jore et al., 2011; Semenova et al., 2011). Mismatches in 

seed between the protospacer and crRNA abolish or strongly decrease interference 

(Datsenko et al., 2012; Semenova et al., 2011). After the full R-loop formation, Cascade 

changes its conformation, recruiting the Cas3 protein (Mulepati & Bailey, 2013; Sinkunas 

et al., 2013; Westra et al., 2012). Cas3 has two catalytic domains, an N-terminal HD and a 

C-terminal SF2 domain, possessing 3’-5’ exonuclease and helicase activities, respectively 

(Westra et al., 2010). In Type I-A and I-B systems, the nuclease and the 

translocase/helicase parts of Cas3 are encoded as separate proteins, while in Type I-F 

system cas3 gene is fused with cas2 (Makarova, 2011). Cas3 cleaves the NT-strand of the 

target DNA, and then proceeds with further DNA unwinding and degradation in the 

presence of ATP (Mulepati & Bailey, 2013; Westra et al., 2012).  

The Cas1-Cas2 adaptation complex was shown to associate with Cascade/Cas3 

during CRISPR interference (Dillard et al., 2018) and it is suggested that Cas3 degradation 

products may fuel CRISPR adaptation machinery (Künne et al., 2016). 

1.3.2.CRISPR interference in Type I-E system 

Escherichia coli K12 possesses a type I-E CRISPR-Cas system, which is well 

characterized. There are 2 active CRISPR arrays, CRISPR I and CRISPR II, containing 12 

and 6 spacers, respectively, and 8 cas genes, associated with CRISPR I loci and organized 

in 2 operons (Figure 1) (Pul et al., 2010). The first one is controlled by Pcas promoter and 

contains casA (ygcL/cse1/cas8e), casB (ygcK/cse2/cas11e), casC (ygcJ/cse4/cas7e), casD 

(ygcI/cas5/cas5e) and casE (ycgH/cse3/cas6e) genes encoding CasA (Cas8), CasB 

(Cas11), CasC (Cas7), CasD (Cas5) and CasE (Cas6) subunits, which make up the 11-

subunit 405 kDa Cascade effector complex in a ratio 1: 2: 6: 1: 1 (Jore et al., 2011), and 

the ygbT and ygbF genes encoding the Cas1 and Cas2 proteins required for adaptation 

(Nuñez et al., 2014b). The Cas3 translocase/nuclease gene is transcribed separately from 
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Pcas3 promoter. The intergenic region ygcL-ygcB (casA-cas3) is named IGLB and, besides 

Pcas, contains divergent promoter anti-Pcas, located 80bp upstream from Pcas and 

generating 150-200 nt RNA complementary to the 3’ end of cas3 transcript (Pul et al., 

2010). Whether this RNA has a particular regulatory function is not known. 

 

 

Figure 1. The Type I-E CRISPR-Cas system in E. coli K12 (Westra et al., 2010). The location of one of the 

two CRISPR arrays (CRISPR I) and associated cas genes is shown. Arrows indicate promoters (Pcas3, Panti-

cas, Pcas, Pcrispr1). The intergenic region between ygcL and ygcB (IGLB) is indicated. Genes encoding 

Cascade are shown in grey, and those encoding the CRISPR adaptation module are shown in white. Black 

diamonds indicate CRISPR repeats, while white rectangles indicate spacers.  

 

Each of the two CRISPR arrays is transcribed from promoters located in the leader 

regions (Pcrispr1 and Pcrispr2). The resulting pre-crRNAs is cut by CasE, a protein with 

two ferredoxin-like RNA-recognizing domains. Though CasE remains bound to the 

Cascade-crRNA effector complex during all steps of CRISPR-Cas immunity, being also 

an essential structural part required for the interference step, CasE alone can process pre-

crRNA (Jore et al., 2011). CasE recognizes specific sequences in stem-loop structures 

formed by CRISPR repeats and introduces cuts 8 nt upstream of each spacer sequence, 

forming ~60nt crRNAs, comprising spacers flanked by the repeat fragments (Brouns et al., 

2008). The crRNA ends are bound by the opposite ends of Cascade, which has a seahorse-

like structure (Jore et al., 2011). It presents the crRNA spacer, divided in 6 intervals, on 

the surface of a helical backbone made of CasC subunits hexamer. The 3’ end of crRNA is 

bound by CasE at the “head” of the Cascade complex, and the 5’ end is placed within the 

“tail” formed by the CasA, CasC, and CasD subunits (R. N. Jackson et al., 2014; 

Wiedenheft, Lander, et al., 2011). The CasB dimer connects the head and the tail and 

1 
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stabilizes the complex, but does not interact with crRNA directly (R. N. Jackson et al., 

2014). 

Invader DNA targeting starts from PAM recognition by the specific Loop-1 motif 

of the CasA subunit, which leads to local destabilization of the target DNA (Sashital et al., 

2012). PAM recognition facilitates the formation of a duplex between crRNA and the first 

8 nt of the complementary protospacer strand (seed) (Semenova et al., 2011). Mutations in 

the seed were shown to be critical for target recognition efficiency, while mutations 

introducing single mismatches in other positions have little effect on interference 

efficiency. The consensus PAM determined by the bioinformatic analysis for the E. coli 

CRISPR-Cas system is AWG (Mojica et al., 2009). Later in vivo experiments showed that 

~20 out of 64 possible PAM variants support at least some CRISPR interference in E. coli 

(Musharova et al., 2019). 

Upon target recognition, NT-strand of the protospacer is displaced and R-loop is 

formed, extending all the way to the PAM-distal end of the protospacer (Jore et al., 2011; 

Sashital et al., 2012; Xiao et al., 2017). Full R-loop formation causes structural changes in 

Cascade: CasB subunits move along the backbone to the tail, causing the rotation of CasA. 

Cas3 is then recruited through the interaction with CasA (Hochstrasser et al., 2014; Xiao 

et al., 2017). Such a conformation-dependent mechanism allows to minimize the off-target 

effects, increasing the specificity of target degradation.   

Cas3 is a ~ 100 kDa protein possessing 3'-5 'exonuclease and translocase/helicase 

activities. It has an N-terminal histidine-aspartate (HD) nuclease domain and a C-terminal 

ATP-dependent 3'-5' superfamily 2 (SF2) helicase domain. Upon binding the DNA-bound 

Cascade and recognizing the displaced NT-strand, the Cas3 HD nuclease introduces a cut 

7-11 nt from PAM (Hochstrasser et al., 2014; Mulepati & Bailey, 2013). After that, Cas3 

unwinds and moves along the NT-strand in the 3’-5’ direction, using the ATP hydrolysis 

energy and performing unidirectional exonucleolytic DNA degradation (Mulepati & 

Bailey, 2013; Sinkunas et al., 2013). According to the current model (Dillard et al., 2018), 

Cas3 remains bound to Cascade-crRNA and translocates the DNA, which leads to the 

formation of a DNA loop on the T-strand, which is cut when the complex encounters other 
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DNA-binding proteins. The T-strand is presumably degraded by another Cas3 molecule, 

which may unwind the R-loop and bind the DNA which was in heteroduplex with crRNA, 

displacing the effector complex (Gong et al., 2014; Howard et al., 2011; Mulepati & Bailey, 

2013). In the absence of ATP, Cas3 performs nicking of the NT protospacer strand without 

subsequent translocation and degradation of DNA (Mulepati & Bailey, 2013). 

Interestingly, the CRISPR-Cas system in E. coli is not active in natural strains. 

Transcription of the cas operon is inhibited by the H-NS (histone-like nucleoid-structuring) 

protein (Pul et al., 2010; Westra et al., 2010). The LeuO transcription factor was 

demonstrated to be an antagonist of H-NS, preventing it from binding to cas promoters, at 

least when overexpressed (Westra et al., 2010).  No physiological conditions favoring 

CRISPR activation were found in E. coli as of the time of this writing. Be as it may, all 

components of E. coli CRISPR-Cas are functional, and genetically engineered strains 

lacking hns genes or having cas genes under inducible promoters are interference and 

adaptation proficient and widely used in research. 

 

1.4. CRISPR adaptation 

1.4.1.CRISPR adaptation in Type I systems 

There are two scenarios of how immunity may be acquired by the Type I CRISPR-

Cas systems when a foreign DNA agent enters the cell. If this is the first time bacteria meet 

the invader, and there is no record of this invader DNA in the CRISPR array, naïve CRISPR 

adaptation takes place (Datsenko et al., 2012; Fineran & Charpentier, 2012). This process 

requires the Cas1 and Cas2 proteins only (Datsenko et al., 2012; Yosef et al., 2012). It is 

believed that the Cas1-Cas2 proteins bind DNA fragments generated by RecBCD in vivo 

(Levy et al., 2015). Other sources are also likely. If there is a mismatch between a spacer 

in crRNA and a protospacer in invading DNA, or the PAM sequence of the protospacer is 

suboptimal, the Cascade-crRNA complex can still recognize the protospacer and induce 

the process of highly efficient spacer acquisition, called primed CRISPR adaptation, or 

priming (Datsenko et al., 2012). Fully matching targets induce priming as well, though 
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spacers are not acquired as efficiently due to the robust degradation of the target, leading 

to its rapid disappearance (Krivoy et al., 2018; Severinov et al., 2016). Priming requires 

the interference machinery and likely uses fragments generated by Cas3 nuclease as a 

source of new spacers (Datsenko et al., 2012; Künne et al., 2016). Numerous other cellular 

nucleases and helicases also affect both naïve and primed adaptation (Ivančić-Baće et al., 

2015; Levy et al., 2015; Radovčić et al., 2018), though the exact mechanisms are still to be 

investigated. 

Cas1 and Cas2 individually form homodimers and both have metal-dependent 

nuclease activity. Together they constitute a heterohexamer (Cas2)2(Cas1)4, where 

symmetric Cas2 dimer (Cas2-Cas2’ (J. Wang et al., 2015)) is located between two 

asymmetric Cas1 dimers (Cas1a-Cas1b and Cas1a’-Cas1b’ (J. Wang et al., 2015)), forming 

a dumbbell-like structure (Figure 2) (Nuñez et al., 2014a; Nuñez, Harrington, et al., 2015; 

J. Wang et al., 2015). Cas1 has a molecular weight of ~30 kDa and is structurally divided 

into an N-terminal β-sheet domain and a C-terminal α-helical domain with an active 

endonuclease site made of several conserved metal-binding residues (Figure 3) (Babu et 

al., 2011; T.-Y. Kim et al., 2013; Wiedenheft et al., 2009). Cas2 is a ~10kDa protein with 

a core ferredoxin fold (Beloglazova et al., 2008; Nam, Ding, et al., 2012; Samai et al., 

2010). In the Cas1-Cas2 integrase complex, asymmetric Cas1 dimers perform the catalytic 

functions, while the Cas2 active sites are unnecessary for spacer integration (Nuñez et al., 

2014a; Yosef et al., 2012). Overall, there are 4 Cas1 catalytic sites in the complex, though 

only Cas1a and Cas1a’ catalytic sites are active during CRISPR adaptation. Cas1b and 

Cas1b’ are responsible for interactions with Cas2 (Figure 2) (Nuñez et al., 2014a; J. Wang 

et al., 2015), while there are no interactions between Cas2 and Cas1a or Cas1a’. Cas2 also 

ensures non-specific interactions with prespacers, which are crucial for CRISPR adaptation 

(Nuñez et al., 2014a; J. Wang et al., 2015). 
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Figure 2. The crystal structure of the E. coli Cas1-Cas2 complex bound to dual-forked DNA, comprising 23 

bp duplex with 6 nt 5’ overhangs and 10 nt 3’ overhangs, containing the PAM-complementary 5′-CTT-3′ 

sequence. Cas1a and Cas1a′ are colored in light orange, Cas1b and Cas1b′ are colored in magenta, and the 

Cas2 monomers are in green and cyan. The two DNA strands are colored red and blue, respectively. On the 

left, N-terminal β-sheet domains of Cas1b and Cas1b’ interacting with Cas2 dimer are indicated by grey 

arrows. On the right, Cas1a and Cas1a’ active sites in the C-terminal α-helical domains are indicated by red 

arrows. Adapted from (J. Wang et al., 2015). 

 

The preferred size and structure of DNA substrates bound by the Cas1-Cas2 

complex vary across different CRISPR-Cas types and are determined by the distance 

between Cas1 dimers and their relative orientation. 

Besides Cas1 and Cas2, some Type I CRISPR-Cas systems employ an additional 

Cas4 protein for CRISPR adaptation. Cas4 in a complex with Cas1-Cas2 ensures the proper 

spacer orientation and PAM specificity. It recognizes and cleaves the PAM-containing 3’ 

end to the length suitable for incorporation into the CRISPR array (Shiimori et al., 2018). 

In I-U and I-B systems, the Cas4 domain is fused with Cas1 (Almendros et al., 2019). 

1.4.2. CRISPR adaptation in Type I-E system 

Structural data and the results of the in vitro experiments suggest a 23 bp DNA 

duplex with 5 bp 3’ overhangs on both sides to be the preferred substrate for the E. coli 

Cas1-Cas2 complex (Nuñez, Harrington, et al., 2015). Similar constructs with 5’ overhangs 

are not integrated by Cas1-Cas2 (Nuñez, Lee, et al., 2015). The duplex part of the DNA 

molecule is stretched across the flat surface of the Cas1-Cas2 integrase, fixed via non-



34 

  

specific DNA-protein interactions. The single-stranded 3’ ends are located in the channels 

of catalytic Cas1a and Cas1a’ subunits (Figure 2) (Nuñez, Harrington, et al., 2015; J. Wang 

et al., 2015). Y22 residues of Cas1a and Cas1a’ were shown to unwind the protospacer 

ends and displace the 5’ end extensions from the active site, stabilizing the structure 

(Nuñez, Harrington, et al., 2015; J. Wang et al., 2015). The distance between two Y22 

residues determines the 23bp length of the bound DNA duplex (J. Wang et al., 2015). The 

sequence complementary to PAM (3’-TTC-5’) is specifically recognized inside a pocket 

formed by the catalytic Cas1a subunit (Figure 3) (J. Wang et al., 2015). The C-terminal tail 

of Cas1b covers the Cas1a catalytic pocket and also interacts with PAM. In vitro Cas1 was 

demonstrated to cleave 3’ ends of the dual-forked DNA substrate inside the PAM-

complementary sequence at position 5nt from the 23-bp duplex region (between C28 and 

T29, Figure 3), resulting in a 33-nt product (J. Wang et al., 2015). 

 

Figure 3. View of the 3′ overhang containing PAM-complementary sequence located in the C-terminal 

domain of Cas1a and covered by the C-terminal tail of Cas1b. The PAM-complementary nucleotides (C28, 

T29, T30) are indicated by green background. On the right, the detailed sequence-specific interactions 

between Cas1 and PAM-complementary nucleotides are zoomed-in. The site of DNA cleavage by Cas1 in 

vitro is indicated by the red arrow. Adapted from (J. Wang et al., 2015). 
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The integration reaction is similar to retroviral integration and starts with the Cas1-

catalyzed nucleophilic attack by the 3’-OH of the prespacer at the phosphodiester bond 

between the leader and the first repeat in the CRISPR array, leading to the formation of a 

half-site product (Figure 4) (Nuñez et al., 2016; Rollie et al., 2015). Next, the second 3’-

OH attacks another strand, at the first repeat-spacer junction (Nuñez et al., 2016; Rollie et 

al., 2015). As a result, a product is formed resembling a new dsDNA spacer flanked by the 

two ssDNA repeat regions. These regions are filled in, presumably, by DNA polymerase 

I, since deletion of polA was shown to prevent CRISPR adaptation (Ivančić-Baće et al., 

2015). The remaining nicks are ligated by an unknown ligase.  

Interestingly, spacer integration in vivo always occurs at the proximal end of the 

leader sequence, before the first repeat, while in vitro new spacers are incorporated after 

any repeat in a CRISPR array located on a supercoiled plasmid (Nuñez, Lee, et al., 2015). 

It is assumed that the cellular IHF factor, which binds to and bends the leader sequence and 

attracts Cas1-Cas2 complex, is responsible for integration specificity observed in vivo 

(Nuñez et al., 2016). The IHF binding site is located inside the leader sequence upstream 

of the Cas1-Cas2 binding site (Figure 4), at positions -9 to -35 from the first CRISPR repeat 

(Nuñez et al., 2016). In a supercoiled plasmid, it is suggested that DNA is already in a bent 

conformation supporting the integration in the absence of IHF. In vitro, spacer acquisition 

is abolished with a linear or relaxed CRISPR array containing DNA substrates (Nuñez, 

Lee, et al., 2015).  
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Figure 4. Spacer integration into the CRISPR array in E. coli (Nuñez et al., 2016). 

 

The Type I-E CRISPR-Cas systems lack the accessory Cas4 protein, therefore, it 

should employ other mechanisms to ensure the proper orientation of spacers in CRISPR 

array to provide immunity. The structure of spacer precursors formed during primed 

CRISPR adaptation in E. coli in vivo was determined. Most detected prespacers contain a 

33 bp duplex with a 4 nt 3’ overhang on the CTT-containing strand (Musharova et al., 

2021; Shiriaeva et al., 2019). The asymmetrical prespacer structure may determine the 

proper spacer orientation in the array (Musharova et al., 2021; Shiriaeva et al., 2019), while 

the PAM specificity is provided by the base-specific recognition of PAM-complementary 

sequence by Cas1.  

Both primed and naïve adaptation are suggested to proceed through the same steps, 

though the differences are expected to arise in prespacer formation mechanisms. Naïve 

CRISPR adaptation is proposed to use ssDNA products generated by RecBCD and other 

cellular nucleases during DNA repair, replication termination, and resolution of 

chromosomal concatemers (Ivančić-Baće et al., 2015; Levy et al., 2015; Radovčić et al., 
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2018). Only about half of newly acquired spacers during naïve CRISPR adaptation 

correspond to protospacers with the canonical AAG PAM (Yosef et al., 2012). In contrast, 

~95% of spacers acquired by primed adaptation derive from protospacers with the AAG 

PAM, and most originate in cis with respect to the protospacer from which priming is 

initiated (Savitskaya et al., 2013). Another important feature of priming is a strong strand 

bias for the new spacers selection, which is determined by the localization of the priming 

protospacer (PPS). In E. coli, most spacers map on the NT- strand upstream the PPS, or 

from the T-strand downstream the PPS (Musharova et al., 2021; Shiriaeva et al., 2019).  

Interestingly, the pattern is reversed in Type I-F system, which could be due to the different 

locations of the Cas3 cleavage sites in the R-loop (Shiriaeva et al., 2019). The efficiency 

of spacer acquisition during priming has a gradient distribution, being maximal close to the 

PPS site and decreasing further away from it (Shiriaeva et al., 2019). In contrast, new 

spacers are acquired from both strands without any preference during naïve CRISPR 

adaptation (Musharova et al., 2018). 

Primed CRISPR adaptation is thought to proceed via the formation of a primed 

adaptation complex (PAC), which consists of target-bound Cascade, Cas1-Cas2, and Cas3 

(Dillard et al., 2018; Musharova et al., 2021; Redding et al., 2015). In agreement with this 

model, prespacer fragments were recently shown to be associated with Cas1-Cas2 and Cas3 

during priming (Musharova et al., 2021). Cas3 is suggested to move along the DNA in a 

3’-5’ direction as a part of PAC, unwinding and degrading it. Other cellular nucleases may 

also take part in this process. The degradation products are then passed directly to Cas1-

Cas2, which samples the PAM-containing fragments and directs them for CRISPR 

adaptation (Künne et al., 2016; Musharova et al., 2021). The free 3’ and 5’ ends of bound 

prespacers are trimmed to the proper prespacer length either by the Cas1 nuclease itself (J. 

Wang et al., 2015) or with the help of other cellular nucleases.  

Though branched dsDNA fragments were initially demonstrated to be the preferred 

substrates for binding and incorporation into the CRISPR array (Nuñez, Harrington, et al., 

2015), subsequent single-molecule experiments showed that Cas1-Cas2 can capture 

various substrates, including ssDNA. Particularly, Cas1-Cas2 binds 3′-TTC-5′ -containing 
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ssDNA fragments and then anneals them to the complementary strands, leading to the 

formation of a dsDNA prespacer precursor (S. Kim et al., 2020). Together with PAC 

formation, such a mechanism allows Cas1-Cas2 to rapidly bind ssDNA fragments directly 

transferred from Cas3 and ensures high efficiency of primed CRISPR adaptation. 

1.5. Genome maintenance systems 

Different external (UV-, X-, gamma-rays, chemical agents) and internal (replication 

defects) factors can damage bacterial DNA. There are several types of DNA damage 

threatening genome stability in bacteria, among which double-strand breaks (DSBs) are 

the most critical. In the absence of any external factors, DSBs commonly occur in bacteria 

when a replicative fork collapses after facing a ssDNA nick on a template strand 

(Kuzminov, 2001). Such DSBs are called one-ended. Two-ended DSBs are formed when 

both DNA strands are cleaved simultaneously by external factors. In E. coli, both types of 

DSBs are repaired mostly by homologous recombination (HR), using intact double-

stranded DNA copy as a template (Figure 6). The mechanism relies on several conserved 

proteins and involves the formation of a nucleoprotein filament, which performs homology 

search and sequence exchange. The details of the HR mechanism are discussed below. 

1.5.1. The RecBCD pathway 

The majority (99%) of DSBs in E. coli are repaired through the RecBCD pathway  

(Dillingham & Kowalczykowski, 2008; Emmerson, 1968; Howard-Flanders & Theriot, 

1966; Willetts & Mount, 1969). The RecBCD complex is a highly processive nuclease-

helicase. According to the current model, RecBCD binds blunt or nearly blunt dsDNA ends 

(Taylor & Smith, 1985) and starts unwinding and degrading both strands, using ATP 

energy (Hickson et al., 1985). Upon facing a Chi site, RecBCD stops DNA degradation 

and initializes HR, thus repairing the break. 

RecB is a 134 kDa protein containing several SF1 helicase motifs in its N-terminal 

part and different nuclease motifs in the C-terminal part. Isolated RecB is a weak 3’-5’ 

helicase and ssDNA-dependent ATPase (Hickson et al., 1985). Its N-terminal part binds 

RecC. No particular functional motifs were found in RecC, a 129 kDa protein. It is required 
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for Chi recognition and stimulates the activity of RecB (Masterson et al., 1992). Structural 

(Cheng et al., 2020; Singleton et al., 2004) and mutational (Amundsen et al., 2016; Handa 

et al., 2012; Schultz et al., 1983) data suggest that the 3’ DNA end is passed through RecB 

and recognized in the tunnel of RecC. The smaller 67 kDa RecD subunit also contains SF1 

helicase motifs and exhibits 5’-3’ helicase and ssDNA-dependent ATPase activities (H. W. 

Chen et al., 1997; Dillingham et al., 2003).  

RecB and RecD are the motors, translocating on opposite DNA strands. Notably, 

the helicase activity of the RecBCD complex is much higher than that of RecB or RecD 

alone and was measured to be above 1000 bp/s (Bianco et al., 2001; Dillingham et al., 

2003). One of the motors is moving faster, which causes the formation of a loop (Taylor & 

Smith, 2003). The nuclease of RecB is responsible for degradation of both strands (J. Wang 

et al., 2000). The 3’-end is suggested to be degraded more efficiently than the 5’-end, which 

is presumably directed by RecD to the nuclease domain (J. Wang et al., 2000). Another 

view suggests that RecBCD does not degrade DNA and only unwinds the two strands 

during translocation (Taylor et al., 1985; Taylor & Smith, 1995b). To proceed with 

recombination, RecBCD must recognize a properly oriented specific motif 5'-

GCTGGTGG-3' called Chi (crossover hotspot instigator), through the RecC subunit (Lam 

et al., 1974; Malone et al., 1978). It should be recognized in the upper, 3’-terminated strand. 

The recognition causes a sequence of transformations: the 3’-5’ activity of the complex is 

attenuated, while the 5’-3’ activity is upregulated, resulting in the formation of a 3’-tail 

terminated with Chi, which presumably remains bound to RecC for some time after the 

recognition (Spies et al., 2007). RecBCD is no longer able to recognize and cut Chi on 

downstream DNA (Taylor & Smith, 1992). RecB then induces the loading of RecA on the 

3’-tail, with each RecA monomer binding to three nucleotides (Z. Chen et al., 2008). As a 

result, a nucleoprotein filament capable of promoting HR is formed (Persky & Lovett, 

2008) (Figure 5). When the complementary strand is recognized, a D-loop is formed 

followed by subsequent recombination through the formation of the Holliday junction. 

RecG or RuvABC and PriA are then recruited to the recombination intermediate and restart 

DNA synthesis (Persky & Lovett, 2008). RecG and RuvABC move and resolve the 
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junction, while PriA mediates the binding of DnaB helicase, thus restoring DNA synthesis 

(Marians, 2004).  

In vitro, RecBCD possesses a Mg2+- and ATP-dependent nuclease activity. A high 

concentration of free Mg2+ ions is required for the RecBCD nuclease activity (Eggleston & 

Kowalczykowski, 1993), while ATP chelates Mg2+ (J. E. Wilson & Chin, 1991). In 

conditions of low Mg2+/ATP concentration ratio, RecBCD unwinds both DNA strands 

without degrading them (Eichler & Lehman, 1977) and makes a site-specific nick at the 

Chi-containing strand, 4-6 nt to the 3’ side from Chi (Ponticelli et al., 1985; Taylor et al., 

1985). When Mg2+ is in excess, RecBCD nuclease activity is stimulated, leading to 

degradation of the upper, Chi-containing strand into up to Chi, while the lower strand is 

cut into longer fragments (Dixon & Kowalczykowski, 1995; Taylor & Smith, 1995b). The 

products of the Chi-containing strand degradation in these conditions were shown to vary 

from tens to hundreds nt, while the lower strand is cut into fragments of a kilobase length 

(Dixon & Kowalczykowski, 1995). As it is hard to estimate the real intracellular Mg2+ and 

ATP concentrations, whether RecBCD degrades both strands before Chi or only unwinds 

them, is not yet determined. 

 



41 

  

 

Figure 5. The RecBCD enzyme mechanism. Adapted from (Dillingham & Kowalczykowski, 2008). 

 

In the absence of RecD, the RecBC complex is a helicase lacking nuclease activity 

(Anderson et al., 1997). This activity may be substituted by other cellular nucleases, such 

as the 5’-3’ exonucleases RecJ and ExoVII (Dermić, 2006). Unlike recB or recC mutants, 

recD mutants are perfectly viable and recombination-proficient (Amundsen et al., 1986; 

Biek & Cohen, 1986), and were demonstrated to induce RecA loading without the 

requirement of Chi sequence (Churchill et al., 1999). In the absence of RecJ and ExoVII, 

recD mutants are poorly viable and deficient in recombination (Dermić, 2006; Dermić et 

al., 2006). RecJ is the main 5’-3’ exonuclease, while ExoVII, which is also a 3’-5’ 

exonuclease, is less efficient and provides the backup (Dermić, 2006). RecA mutant was 
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shown to be recombination-deficient, as it is strictly required for the final step of 

homologous recombination (Willetts & Mount, 1969).  

RecBCD pathway is responsible for the repair of both one-ended DSBs, formed 

during the replication fork collapse, and two-ended DSBs (Figure 6). In the former case, 

when the moving replication fork encounters a nick in a template, it results in the formation 

of a DSB in one of the fork arms, recognized and processed by the RecBCD complex up 

to the Chi sequence. Upon Chi binding, RecBCD loads RecA on a free 3’ end, which 

induces the invasion into the intact homologous DNA duplex. The Holliday junction is 

formed which is resolved mainly by the RuvABC complex. After that, PriA mediates the 

reassembly of the replisome, and the replication fork is restored. Two-ended DSBs are 

processed similarly, with the difference that two RecBCD complexes are required to 

process two DBSs. The RecA-bound ssDNA ends invade the homologous sequence in a 

sister chromosome. The resulting Holliday junctions are cleaved, and PriA mediates the 

formation of two converging replication forks, which restore the chromosomes (Figure 6). 
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Figure 6. The mechanism of one-ended and two-ended DSBs repair by the RecBCD pathway. Adapted from 

(Sinha et al., 2020). 

 

The RecBCD ability to degrade DNA is becoming particularly useful in case of 

infection by dsDNA phages (Behme et al., 1976; Benzinger et al., 1975). Some phages 

encode RecBCD inhibitors which  bind free DNA ends (Appasani et al., 1999; Silverstein 

& Goldberg, 1976; Williams & Radding, 1981) or mimic dsDNA ends (Murphy, 1991; 

Silberstein & Cohen, 1987). Chi sites were earlier suggested to function as a mark for 

distinguishing self from non-self, as their frequency in bacterial DNA is much higher than 
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random (Dillingham & Kowalczykowski, 2008). However, recently it was demonstrated 

that Chi sequences appear only ~7 times more frequently than could be expected, and this 

overrepresentation might be explained by the E. coli codon usage and ORF orientation 

biases (Subramaniam & Smith, 2022). It was demonstrated that the DNA of those phages 

that lack RecBCD inhibitors are enriched with Chi sequences, thus protecting DNA from 

excessive degradation (Bobay et al., 2013). Still, the Chi abundance for P1- and T5-like 

phages is rather explained by the requirement of recombination for the phage packaging 

rather than for protection from the RecBCD-induced DNA degradation (Bobay et al., 2013; 

Subramaniam & Smith, 2022). 

1.5.2.RecFOR pathway 

If the RecBCD pathway is broken, the RecFOR pathway, which is usually 

responsible for single-strand DNA breaks repair, partially substitutes it. If 5’-3’ 

exonucleases ExoI (SbcB) and SbcCD are inactive, the level of DSB repair is restored to 

the wild-type level (F. P. Gibson et al., 1992; Lloyd & Buckman, 1985). In this case, the 

RecQ helicase binds blunt or 3’-overhanging DNA ends and unwinds them, while RecJ 

binds ssDNA of at least 7 nt long and degrades it in the 5’-3’ direction, creating single-

stranded 3’-end extensions, which are covered by the single-strand DNA binding protein 

(SSB) (Han, 2006). The loading of RecA is next induced by the RecFOR complex bound 

to the junction site of single-stranded and double-stranded DNA. Alternatively, the RecOR 

complex binds the 3’ end of ssDNA extension and facilitates RecA loading. HR then 

continues via the standard way.  

The SbcB protein, also known as Exonuclease I, interacts with SSB (Molineux & 

Gefter, 1975). By performing highly processive 3’ end trimming it participates in gap repair 

and blunting of DNA ends to allow RecBCD binding (Kushner et al., 1971; Thoms & 

Wackernagel, 1998). The SbcCD complex recognizes and cleaves hairpin structures 

formed by palindromic sequences in vitro (J. C. Connelly & Leach, 1996) and in vivo 

(Eykelenboom et al., 2008). It was reported to possess dsDNA exonuclease and ssDNA 

3’–5’ exonuclease activities (J. Connelly, 1999). 



45 

  

1.5.3.A-EJ and MMEJ 

As HR may only be helpful in the presence of a complementary DNA template, i.e., 

during cell division, it cannot operate during stationary phase, dormancy, or sporulation. 

In eukaryotes, there is a distinct mechanism called NHEJ (non-homologous end joining) 

which restores DSB without the need for a template. While eukaryotes prefer NHEJ for 

DSB repair, bacteria mostly rely on HR and possess no or reduced NHEJ mechanisms. The 

NHEJ pathway in eukaryotes includes several proteins ensuring efficient and accurate 

repair. Some bacteria, such as Mycobacterium or Bacillus subtilis, utilize a compact version 

of NHEJ, consisting of just two enzymes, Ku and ligase D (Shuman & Glickman, 2007). 

E. coli lacks these proteins, though it was discovered to have an alternative end-joining (A-

EJ) mechanism, relying on ligase A (Chayot et al., 2010). 

Archaeal alternative NHEJ pathway, called microhomology-mediated end joining 

(MMEJ), utilizes short homology regions in two DSB ends for repair. In Haloferax 

volcanii, Rad50-Mre11 processes the DSB ends, allowing homology regions to anneal 

(Delmas et al., 2009; Sharma et al., 2015). The flapped DNA is then cleaved by Fen1, and 

the gaps are filled by the cellular polymerase and ligase activities. MMEJ was shown to be 

the prevalent DNA repair pathway, though HR may act after MMEJ to restore the lost 

genetic information (Delmas et al., 2009).  

 

1.6. Interactions of repair enzymes and CRISPR-Cas systems 

It is logical to assume that cellular repair enzymes should become activated during 

CRISPR-Cas system function, as DNA breaks occur during both CRISPR interference and 

incorporation of new spacers. On the other hand, the observed domain structure similarity 

of some of Cas proteins with the DNA repair enzymes initially suggested their possible 

roles in DNA repair (Makarova et al., 2002). Indeed, cas1 deletion in E. coli was 

demonstrated to affect DNA damage sensitivity and chromosome segregation (Babu et al., 

2011). The negative association between Type II CRISPR-Cas systems and NHEJ was 

observed in bacterial genomes, which can be explained by the inhibition of NHEJ by Csn2 
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protein (Bernheim et al., 2017). In contrast, the components of the DSB repair system in 

Proteobacteria, namely RecBCD, SbcCD, and SbcB, were found to frequently co-occur 

with CRISPR-Cas systems (Bernheim et al., 2019). 

There is also multiple evidence of the interplay between CRISPR-Cas systems and 

DNA repair in archaea. For instance, in Sulfolobus islandicus, possessing Type I-A 

CRISPR-Cas system, CRISPR-associated factor Csa3a was demonstrated to 

simultaneously control the expression of the CRISPR adaptation and DNA repair genes 

and activate the DNA damage response (DDR) (T. Liu et al., 2015, 2017; Z. Liu et al., 

2020). One of the activated DNA repair mechanisms induces the transfer of chromosomal 

DNA between cells so that it can be used for homologous recombination. Such crosstalk is 

proposed to help evade self-immunity, as self-derived spacers are acquired frequently 

(~7%) (T. Liu et al., 2017). In naturally polyploid Haloferax volcanii, autoimmunity was 

shown to be well tolerated and resolved mainly by recombination between two CRISPR 

arrays flanking cas genes (Stachler et al., 2017). Cas1 of the H.volcanii Type I-B CRISPR-

Cas system was demonstrated to be crucial for cell growth in the oxidative stress conditions 

(Wörtz et al., 2022). The authors propose Cas1 to act similarly to Fen1 repair protein, which 

cleaves the flapped DNA intermediates formed during DNA repair and replication. 

Moreover, in H.volcanii the Cas3 translocase/helicase activity was found to participate in 

DNA repair by restraining HR together with Mre11-Rad50 and promoting MMEJ (Miezner 

et al., 2023). 

For the Type I-E CRISPR-Cas system, it was demonstrated that during naïve 

CRISPR adaptation spacers are predominantly selected from the regions on chromosomal 

DNA with replication terminators TerC and TerA, where replication forks are stalled 

(Neylon et al., 2005), and limited by Chi motifs (Levy et al., 2015). Another hotspot was 

found to be located near the CRISPR array. ssDNA gaps in both strands are formed during 

spacer incorporation, which should result in DSB formation when faced by the replication 

fork. Furthermore, introducing a dsDNA break by I-SceI endonuclease resulted in another 

CRISPR adaptation hotspot, which was also limited by Chi (Levy et al., 2015). Thus, 

substrates for naïve CRISPR adaptation were suggested to be derived from replication and 
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concomitant DNA repair (Figure 7) (Levy et al., 2015). Since RecBCD is the main enzyme 

restoring DSBs, the products of DNA degradation by RecBCD could serve as a source of 

spacers for naïve CRISPR adaptation. In agreement with this model, recBCD mutations 

were shown to disrupt naïve CRISPR adaptation, and the expression of the T7 RecBCD 

inhibitor gp5.9 abolishes naïve CRISPR adaptation (Ivančić-Baće et al., 2015; Levy et al., 

2015; Radovčić et al., 2018). Moreover, Cas1 was shown to physically interact with RecBC 

and RuvB (Babu et al., 2011), (Levy et al., 2015). 

In the absence of RecD, RecBC possesses helicase activity but lacks nuclease 

activity (Palas & Kushner, 1990). Interestingly, naïve CRISPR adaptation is reduced in 

recD mutant, but fully restored in the recD recA mutant (Radovčić et al., 2018). RecBC is 

able to load RecA in the absence of RecD without Chi requirement (Churchill et al., 1999). 

Therefore, the formation of RecA filament likely inhibits CRISPR adaptation, and the 

nuclease activity of the RecBCD complex is not required for naïve CRISPR adaptation 

(Radovčić et al., 2018). Furthermore, more than 80% of new spacers are associated with a 

canonical AAG PAM in recD recA mutant (Mitić et al., 2023), in contrast to only 50% in 

the wild type. It suggests that when RecBCD and RecA are present, the available ssDNA 

substrates are present for a short time, which is not enough for Cas1-Cas2 to select and 

bind proper PAM-containing fragments (Mitić et al., 2023). Interestingly, cells with the 

mutant RecB1080ACD complex, which lacks nuclease but retains the full helicase activity, 

were shown to have the wild-type level of CRISPR adaptation (Radovčić et al., 2018). 

Thus, though the reduced level of naïve CRISPR adaptation in recD mutant initially 

suggested RecBCD to produce substrates for naïve CRISPR adaptation by its nuclease 

activity, it is rather explained by the decreased processivity of RecBC helicase, compared 

to the full RecBCD enzyme (Biek & Cohen, 1986; Masterson et al., 1992; Palas & Kushner, 

1990; Radovčić et al., 2018). 

A higher preference for foreign DNA during protospacer selection during naïve 

adaptation could be explained by a higher number of replication forks on plasmids or 

phages and a higher abundance of Chi in chromosomal DNA (Levy et al., 2015). Moreover, 

free unprotected ends of a linear phage DNA can be recognized and degraded by RecBCD 
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straightaway upon entering the cell (Behme et al., 1976; Benzinger et al., 1975), thus 

ensuring the higher preference for CRISPR adaptation machinery for phage DNA. 

Nevertheless, the high abundance of Chi sequences in bacterial genome and their strong 

orientation preference in chromosomal DNA are explained by the E. coli codon usage and 

co-directed replication and translation processes, rather than by the recombination-driven 

selection (Subramaniam & Smith, 2022). 

While RecBC activity is crucial for naïve CRISPR adaptation, it was found to be 

inessential for primed CRISPR adaptation. Thus, the production of CRISPR adaptation 

precursors during priming seems to mostly rely on fragments produced by Cas3 (and 

possibly other nucleases) during PAC translocation. RuvC and RecA were demonstrated 

to be inessential for both primed and naïve CRISPR adaptation, but recG and priA deletions 

abolish primed adaptation in a phage lambda infection model (Ivančić-Baće et al., 2015). 

It is proposed that the replication fork is blocked by the Cascade-crRNA complex bound 

to the target, followed by the recruitment of RecG and PriA. PriA binds to the free 3’ end 

of the leading strand, while RecG remodels the blocked fork and the Cascade R-loop, 

allowing Cas1-Cas2 to bind its substrate (Figure 7) (Ivančić-Baće et al., 2015). 
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Figure 7. The proposed model illustrating the roles of the cellular DNA repair proteins in primed and naïve 

CRISPR adaptation. (A) The replication fork is blocked upon facing the R-loop formed by the Cascade-

crRNA complex. The blocked fork is recognized by RecG and PriA. RecG helicase activity remodels the 

fork and removes the R-loop. Further DNA degradation provides Cas1-Cas2 with substrates for CRISPR 

adaptation. (B) In the absence of priming, DSBs formed during DNA replication are repaired by RecBCD, 

which, together with other cellular nucleases, produces substrates for capture by Cas1-Cas2. The figure was 

adapted from (Ivančić-Baće et al., 2015). 

 

In the Streptococcus thermophilus CRISPR-Cas system, Cas2 has an additional 

DnaQ domain, which was shown to participate in the 3’ end trimming of prespacers 

(Drabavicius et al., 2018). In vitro, DnaQ-like 3’-5’ exonucleases ExoT and PolIII trim 

adaptation precursors to correct size (S. Kim et al., 2020), though whether they participate 

in prespacer trimming in vivo is not known.  
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1.7. Type I-F CRISPR-Cas system of Pseudomonas aeruginosa 

1.7.1. CRISPR-Cas system of Pseudomonas aeruginosa PA14 

One of the model organisms for studying the acquisition of CRISPR-Cas immunity 

is P. aeruginosa PA14, which carries a type I-F CRISPR-Cas system. It has two divergently 

oriented CRISPR arrays, CRISPR1 and CRISPR2, flanking cas genes and containing 13 

and 21 32nt spacers, respectively (Figure 8). CRISPR2 has a spacer partially matching the 

phage DMS3vir genome (Cady et al., 2012). P. aeruginosa PA14 CRISPR-Cas system is 

active under laboratory conditions (Cady & O’Toole, 2011) and was demonstrated to 

efficiently acquire new spacers during DMS3vir infection due to priming (Cady et al., 

2012). 

 

 

Figure 8. The Type I-F CRISPR-Cas system of Pseudomonas aeruginosa PA14. 

 

The Cas3 and Cas2 proteins in the Type I-F system are fused forming a single Cas3-

Cas2 protein, which interacts with Cas1 and is required for CRISPR adaptation (Richter et 

al., 2012). The structure of the P. aeruginosa effector Cascade complex is highly similar 

to that of E. coli. The effector is composed of Csy1-4 proteins and has a 

Csy11∶Csy21∶Csy36∶Csy41 stoichiometry. It has a molecular weight of 350 kDa, which is 

55 kDa less than the E. coli Cascade, and lacks a CasA-like tail that is involved in non-

specific interactions with DNA (Jore et al., 2011; Wiedenheft, Van Duijn, et al., 2011). 

Csy4 is responsible for the binding of pre-crRNA and its cleavage into crRNAs (Cheng et 

al., 2020). crRNA of the type I-F system has a 3’ terminal phosphate, unlike crRNA 

generated by CasE of the E. coli system, which has 2’,3’-cyclic phosphate (Wiedenheft, 
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Van Duijn, et al., 2011). The first 8 nt on the crRNA 5’ end constitute a seed sequence, that 

must be complementary to target DNA for efficient recognition (Wiedenheft, Van Duijn, 

et al., 2011).  

The consensus PAM supporting CRISPR interference in the Type I-F system is GG 

(Mojica et al., 2009; Richter et al., 2014). According to the current model, upon target 

recognition by the Cascade, Cas3-Cas2 is recruited, supporting priming through interaction 

with Cas1 (Richter et al., 2012). The complex translocates on an NT-strand in the 3’-5’ 

direction, unwinding the DNA and selecting fragments for CRISPR adaptation.  

Under laboratory conditions, P. aeruginosa acquires CRISPR-Cas immunity 

against DMS3vir in a minimal M9 medium but preferentially evolves surface modifications 

(loss of phage receptor) in a rich LB medium (Westra et al., 2015). The density of parasites 

is proposed to determine the preferred type of defense, with high phage density favoring 

receptor mutations and low density favoring resistance due to CRISPR-Cas (Westra et al., 

2015). 

1.7.2. Clinical relevance of P. aeruginosa 

P. aeruginosa is an important opportunistic human pathogen classified as a priority 

one pathogen by the World Health Organization. Infections are commonly treated with 

antibiotics, despite the emergence of multidrug-resistant strains that are selected during 

extended antibiotic treatment, for example, in the lungs of people with cystic fibrosis 

(Langendonk et al., 2021). Over the past few years, interest in phage-antibiotic 

combination therapies has increased in the hope that phage and antibiotics can act in 

concert to control infections (Kortright et al., 2019; Segall et al., 2019; Tagliaferri et al., 

2019; Torres-Barceló & Hochberg, 2016). However, around 36% of clinical P. aeruginosa 

isolates were found to possess functional CRISPR-Cas systems, 30% of Type I-F, and 6% 

of Type I-E (Cady et al., 2011). P. aeruginosa clones that acquire CRISPR-Cas immunity 

can escape these trade-offs and retain virulence (Alseth et al., 2019). Antibiotics can also 

affect the evolution of phage resistance (Torres-Barceló et al., 2018), for example, because 

bacterial mutation rates can be enhanced in response to antibiotics exposure (Baharoglu & 
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Mazel, 2011; Kohanski et al., 2010), thus increasing the probability that they acquire 

mutations in phage receptor genes. P. aeruginosa PA14 rapidly evolves CRISPR-Cas 

immunity against DM3vir cultured in nutrient-limited media (van Houte et al., 2016; 

Westra et al., 2015) but mostly evolves phage resistance through surface modification (SM) 

(loss or mutation of the type IV pilus, which is the DMS3vir receptor) in nutrient-rich broth 

and in artificial sputum medium that mimics the cystic fibrosis lung environment it 

commonly colonizes (Alseth et al., 2019; Westra et al., 2015). Unlike CRISPR-Cas 

immunity, mutation of the phage receptor leads to attenuated virulence (Alseth et al., 2019), 

and it is therefore key to predict and manipulate which mechanism bacteria use to become 

phage resistant under clinically relevant conditions.  
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 Project objectives 

 

The detailed mechanism of conversion of DNA in a locus targeted by Cascade-

crRNA and Cas3 to spacers in CRISPR array during primed CRISPR adaptation by Type 

I CRISPR-Cas systems remains to be identified. It is assumed that fragments formed during 

Cas3-mediated DNA degradation are feeding primed CRISPR adaptation machinery. Other 

cellular proteins must also participate in this process as different genome maintenance 

systems components were earlier shown to modulate CRISPR adaptation (Ivančić-Baće et 

al., 2015; Levy et al., 2015). The proposed model of primed CRISPR adaptation in E. coli 

is presented in Figure 9. 

 

 

Figure 9. The model of primed CRISPR adaptation in E. coli. (A) PPS is recognized in the target strand by 

the Cascade-crRNA complex, primed acquisition complex (PAC) is assembled, and the nontarget strand is 

cleaved by Cas3. (B) PAC translocates, separating the DNA strands. Cas1 recognizes the PAM-

complementary sequence, and Cas1-Cas2 binds the adjacent single-stranded protospacer. (C) Cas1-Cas2 

anneals single-stranded TTC-associated protospacer to the complementary AAG-associated strand. (D) The 

prespacer precursors formed as a result of DNA degradation by Cas3 and other cellular nucleases are bound 
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by Cas1-Cas2. (E) Prespacer precursors are trimmed by the unknown nucleases to form prespacers. (F) 

Prespacers are incorporated into the CRISPR array and become new spacers. 

This project aimed to study the role of different cellular genome maintenance 

proteins in primed CRISPR adaptation by the Type I-E CRISPR-Cas system in vivo. 

 

The following objectives were set in this work: 

 

1. Check the requirements of different recombination/repair pathways for CRISPR 

adaptation in vivo 

2. Study the impact of genome maintenance proteins on adaptation efficiency 

3. Reveal the effects of different genome maintenance proteins on spacer choice 

4. Investigate the impact of the cellular DNA repair proteins on the generation of 

spacer precursors 

 

In parallel to the main work, an additional project was done, focusing on primed 

CRISPR adaptation by the Type I-F CRISPR-Cas system in Pseudomonas aeruginosa 

PA14. P. aeruginosa is a human pathogen of high clinical relevance, which causes severe 

infections, commonly treated with antibiotics. The problem of multidrug resistance raised 

the interest in phage-antibiotic combination therapies. However, around 36% of clinical P. 

aeruginosa isolates were found to possess functional CRISPR-Cas systems. The project 

aim was to investigate the effects of antibiotics on the CRISPR-Cas immunity development 

during phage infection. The objectives were: 

1. Conduct evolution experiments with P. aeruginosa PA14 infected by the DMS3vir 

phage in both rich and minimal media in the presence of different antibiotics 

2. Study the impact of antibiotics on the CRISPR-Cas immunity development 

3. Check the effects of antibiotics on the fitness of the resistant clones and phage 

production 
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 Materials and methods 

3.1. Bacterial strains 

The KD403 strain was described in (Shiriaeva et al., 2019). P1 transduction was 

used to replace recB, recC, recD, sbcB, sbcD, recJ, xseA, and recQ genes in the strain 

KD403 with the cassette encoding the gene of kanamycin resistance as described 

previously (Moore, 2011). BL21-AI strains with deletions ΔrecB ΔrecJ and ΔrecJ ΔxseA 

were constructed by the same method. Keio collection strains (Baba et al., 2006) were used 

as donor strains. To obtain double mutants, the kanamycin cassette was flipped out from 

single knockouts using FLP recombinase expressed from pCP20 plasmid as described 

(Datsenko & Wanner, 2000), and then the second round of P1 transduction was applied to 

introduce the second deletion. The pCas1-2 plasmid for the expression of cas1 and cas2 

genes in prespacer efficiency assay was described earlier (Yosef et al., 2012). The deletions 

in obtained colonies were confirmed by PCR with primers annealing to the gene of 

kanamycin resistance and those annealing to the regions flanking the mutation site. The 

genotypes of mutant KD403 derivatives, except those containing ΔxseA and ΔrecQ 

mutations, were additionally verified by sequencing of genomic DNA with Illumina 

MiniSeq and analyzing the mutations by the breseq pipeline (Deatherage & Barrick, 2014). 

3.2. The analysis of acquired spacers during primed CRISPR adaptation  

3.2.1.Primed adaptation assay  

Cells were grown overnight at 37 °C in Luria-Bertani (LB) broth. Aliquots of the 

cultures were diluted 100-fold into fresh 20 mL of LB broth and grown at 30 °C. After 

reaching OD600 0.3, the cultures were divided into two aliquots (7 mL each), and IPTG 

(isopropyl β-D-1 thiogalactopyranoside) and L-arabinose were added to one of two 

aliquots at the final concentration 1 mM each. The cultures were grown at 30 °C for 5 h, 

washed with 10 mL of 1x PBS buffer, resuspended in 700 μL of 1× PBS buffer, and stored 

at −20 °C. Genomic DNA was purified from cultures by phenol-chloroform extraction as 

described in (Shiriaeva et al., 2019). CRISPR expansion was monitored by PCR with 
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primers annealing to SpyihN spacer (auto-SpyihN-R, 5′- aatagcgaacaacaaggtcggttg-3′) and 

the leader of the CRISPR array (LDR-F2, 5′- atgctttaagaacaaatgtatacttttag-3′). ImageJ 

(Rasband, 2012) was used for quantitative analysis of adaptation efficiency. To measure 

the relative intensities of the bands on agarose gel corresponding to extended CRISPR 

arrays, the intensities in rectangles that cover corresponding areas were divided by the sum 

of intensities of the same size areas of upper (extended) and lower (unextended) bands and 

normalized to the values calculated for samples without induction. Three independent 

experiments were done for each strain. Pairwise t-test with Holm correction for multiple 

comparisons was used for statistical analysis of differences in adaptation efficiency 

between different strains. 

For extraction of CRISPR arrays expanded during CRISPR adaptation three 

independent 100 μL amplification reactions containing 20–50 ng genomic DNA were 

pooled, PCR products corresponding to expanded CRISPR array were gel purified using 

GeneJET Gel Extraction Kit (Thermo Fisher Scientific, Vilnius, Lithuania) and sequenced 

in pair-end mode with MiniSeq Illumina System at Skoltech Genomics Core facility. Two 

independent experiments were analyzed by Illumina sequencing for each strain. 

3.2.2.Data processing 

Raw sequencing data were processed using ShortRead and BioStrings R packages 

(Morgan et al., 2009; Pagès et al., 2008) using custom scripts. Illumina reads were trimmed 

with a quality score cutoff = 20. Paired reads were merged with the following parameters: 

gap opening = −10, gap extension = −4. Reads containing two or more repeats (with up to 

two mismatches) were selected. The 33-bp segments were considered spacers and were 

mapped to the KD403 genome sequence with no mismatches and only unique mapping 

allowed. A minor fraction of non-uniquely mapped spacers (i.e., those originating from 

rRNA operons) was excluded from the analysis. Spacers that have been inaccurately 

incorporated, i.e., those shifted by a few nucleotides with respect to the consensus PAM or 

inserted in an opposite orientation (Shmakov et al., 2014) were also discarded from the 

analysis except when inaccurately incorporated spacers were specifically analyzed (see 
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below). Custom R scripts used for spacer analysis are available upon request. Spacers were 

counted in bins of 10 kb separately for target and nontarget strands and normalized to the 

total spacer counts. For plotting spacer distribution, we averaged results across two 

independent experiments, also, to directly compare the curves, maximal values for mutants 

and wild-type were adjusted to make them the same. A portion of spacers associated with 

AAG PAM as well as a portion of spacers with internal AAG trinucleotide was calculated 

for 400-kb region spanning the PPS area in bins of 10 kb separately for nontarget and target 

strands. Spacers that mapped next to protospacers associated with AAG PAM but shifted 

up to 2 bp up- or downstream, and/or inserted in an opposite orientation, were considered 

as incorrectly incorporated. Their numbers were also calculated in 10-kb bins in the 400-

kb PPS-centered area. A pairwise proportional test that accounts for multiple testing at p-

value of 0.001 was applied to compare the values obtained for mutant strains with 

corresponding values for the wild-type strain. 

3.3. Microscopy 

Cells of cultures grown with or without induction of cas gene expression were 

analyzed using a LIVE/DEAD bacterial viability kit (Thermo Scientific) at 5 hr after 

induction in cell chambers made as described in (Shiriaeva et al., 2019). Fluorescence 

microscopy was performed using Nikon Eclipse Ti-E inverted microscope. Fluorescence 

signals in green (living cells) and red (dead cells) fluorescent channels were detected using 

Semrock filter sets YFP-2427B and TxRed-4040C, respectively, and the numbers of 

corresponding cells were calculated. The image analysis was performed using ImageJ (Fiji) 

with ObjectJ plugin used for measurements of cell length. 

3.4. The analysis of CRISPR adaptation efficiency by high-throughput sequencing 

3.4.1.Sample preparation 

Cell lysates were prepared by concentrating cells 20× in Milli-Q water and heating 

at 95°C for 5 min. Cell debris was removed from lysates by centrifugation at 16g for 1 min. 

Amplified mixtures of extended and nonextended CRISPR arrays were purified using the 
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GeneJET PCR Purification Kit. Sequencing libraries were prepared using NEBNext Ultra 

II Library Prep Kit (New England Biolabs) and sequenced on the MiniSeq, HiSeq4000, or 

NovaSeq 6000 Illumina platforms in 2 × 150 bp paired-end read mode. The sequencing 

coverage was planned based on a visual assessment of spacer adaptation efficiency using 

agarose gel electrophoresis so that at least a thousand reads corresponding to expanded 

CRISPR arrays were expected in the sequencing data. 

3.4.2.Data analysis 

Bioinformatic analysis was performed in RStudio using ShortRead and Biostrings 

packages (Morgan et al., 2009; Pagès et al., 2008). Reads containing more than 10% of 

positions with Phred quality score <20 were discarded, and adapter sequences were 

trimmed from read 3′ ends. Plots were generated using ggplot2 (Hadley Wickham, 2016). 

Sequence logos were generated using the ggseqlogo package (Wagih, 2017). Forward and 

reverse reads overlapping by at least 20 nt were merged. The CRISPR repeat sequence was 

searched with two mismatches allowed. For estimation of primed adaptation efficiency, the 

number of merged reads with 1, 2, 3, or 4 CRISPR repeats corresponding to arrays with 0, 

1, 2, or 3 newly acquired spacers was calculated. Primed adaptation efficiency was 

calculated as the total number of newly acquired spacers divided by the total number of 

CRISPR arrays. 

3.5. Prespacer efficiency analysis 

3.5.1.Prespacer efficiency assay  

The assay was performed as described earlier (Shipman et al., 2016; Shiriaeva et 

al., 2019) except for the polymerase chain reaction (PCR) stage that was performed with 

primers containing 5′-terminal extensions corresponding to NEBNext Illumina adapter 

sequences. The libraries were purified, indexed, and sequenced on the MiniSeq or 

HiSeq4000 Illumina platforms in 2 × 150 bp paired-end read mode as described above. 

Oligonucleotides used for electroporation are listed in Table 1.  
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Table 1: Oligonucleotides used for prespacer efficiency assay. 

# Transforming oligo names Transforming oligo sequences 

1. 
33/37F 5’P-GCCCAATTTACCGCGCGATCGGGTGTTTGGTGA-3’ 

33/37R 3’-GGTTCGGGTTAAATGGCGCGCTAGCCCACAAACCACT-P5’ 

2. 
32/36F 5’P-CCCAATTTACCGCGCGATCGGGTGTTTGGTGA-3’ 

32/36R 3’-GGTTCGGGTTAAATGGCGCGCTAGCCCACAAACCAC-P5’ 

3. 
34/38F 5’P-AGCCCAATTTACCGCGCGATCGGGTGTTTGGTGA-3’ 

34/38R 3’-GGTTCGGGTTAAATGGCGCGCTAGCCCACAAACCACTG-P5’ 

 

The sequencing coverage was planned based on a visual assessment of spacer 

adaptation efficiency using agarose gel electrophoresis so that at least a thousand reads 

corresponding to expanded CRISPR arrays were expected in the sequencing data.  

3.5.2.Data analysis 

Forward and reverse reads overlapping by at least 20 nt were merged, and CRISPR 

repeat sequences were searched with two mismatches allowed. Newly acquired spacer 

sequences corresponding to the top spacer strand were extracted from CRISPR arrays 

containing at least two repeats. Newly acquired spacers were mapped with three 

mismatches allowed to the Bl21-AI genome, the pCas1-2 plasmid, and the sequences of 

oligonucleotides used for electroporation. The total number of CRISPR arrays, the total 

number of oligo-derived spacers, and the number of properly processed oligo-derived 

spacers were calculated. We define properly processed oligo-derived spacers as 33-bp 

oligo-derived spacers that start with the PAM-derived G. Oligo acquisition efficiency was 

calculated as the number of properly processed oligo-derived spacers per CRISPR array 

(%) further adjusted to remove the batch effect caused by replicating experiments on 

different days. In all cases, the batch-group design was balanced, i.e., the study groups were 

equally represented in all batches. Therefore, we removed the batch effect by subtracting 

the mean in each batch from all measurements in that batch resulting in zero-centered 

values (Nygaard et al., 2016). 
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3.6. FragSeq analysis 

3.6.1.Sample preparation for FragSeq 

Total genomic DNA was isolated by phenol-chloroform extraction, and fragments 

smaller than ~700 nt were purified using the Select-a-Size DNA Clean & Concentrator kit 

(Zymo Research) as described previously (Shiriaeva et al., 2019). FragSeq libraries were 

prepared using the Accel-NGS 1S Plus DNA Library Kit (Swift Biosciences) with 

modifications to the standard protocol recommended by the manufacturer to retain small 

fragments. The libraries were sequenced on NextSeq 500, HiSeq4000, or MiniSeq Illumina 

platforms in 2×75 or 2×150 bp paired-end modes. The sequencing coverage needed was 

determined based on the results of library size evaluation such that at least a few thousand 

31- to 40-nt reads were expected. Library size evaluation was performed using the 

Bioanalyzer 2100 system. 

3.6.2.FragSeq data analysis 

Reads were mapped to the KD403 reference genome using a custom-written R 

script. During the first stage of library preparation following the protocol of the Accel-NGS 

1S Plus DNA Library Kit (Swift Biosciences), a low complexity tail with an average length 

of 8 bases (and up to ~12 bases) mostly composed of C and T nucleotides is ligated to 3′ 

ends of fragments. To account for these tails, the last 15 nt were removed from 3′ ends of 

forward reads followed by forward read mapping with several mismatches allowed (up to 

5% of read length). The 5′ ends of mapped forward reads correspond to the fragments’ 5’ 

ends. The first 20 nt of reverse reads, which include the tails and the 3′-end nucleotides of 

fragments, were mapped without mismatches allowed. If a read was not aligned or was not 

properly oriented relatively to the corresponding forward read, 1 nt of a presumptive tail 

was removed from the 5′ end of the reverse read and the first 20 nt of the trimmed reverse 

read were mapped again. The cycles of reverse read alignment and trimming by 1 nt were 

repeated until the appropriate hit was found but not more than 15 times. The positions of 

5′ ends of mapped reverse reads were regarded as positions of the fragments’ 3’ ends. 
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3.7. in vitro methods 

3.7.1.Protein purification 

Cas1 and Cas2 were purified as described previously (Ramachandran et al., 2020). 

RecBCD and RecBC were purified as described previously (Taylor & Smith, 2003). 

3.7.2.Exonuclease footprinting 

For exonuclease footprinting, unlabeled and 3′-fluorescein-labeled DNA 

oligonucleotides purchased from IDT were used to assemble prespacer precursor 

substrates. Exonuclease RecJ and ExoVII reactions were carried out on double-forked 

DNA substrates containing a central 23-bp duplex flanked with 5′ and 3′ overhangs (Figure 

26). For ExoV (RecBCD) nuclease footprinting, a double-forked DNA substrate was 

supplemented with a complementary (to 5′ overhang) strand to provide a blunt end 

configuration of the substrate (Figure 27). Exonuclease reactions were performed with 0.2 

μM DNA substrate bound by the 1.6 μM Cas1-Cas2 complex, in 10 μl of binding buffer 

[40 mM tris-HCl (pH 7.5), 50 mM NaCl, 10 mM MgCl2, 0.5 mM tris(2-

Carboxyethyl)phosphine (TCEP), and bovine serum albumin (BSA; 0.1 mg/ml)] 

supplemented with 1 mM adenosine triphosphate (ATP) when RecBCD was used. Before 

these reactions, the Cas1-Cas2 complex was reconstituted in the binding buffer (without 

magnesium) by incubating Cas1 and Cas2 subunits at the molar ratio of 2:1 on ice for at 

least 20 min. This mixture was diluted 10-fold into the binding reaction with DNA 

substrates and incubated at room temperature for 20 min. Exonuclease reactions were 

initiated by the addition of 30 U of RecJ or 10 U of ExoVII (both from NEB), or RecBC 

or RecBCD (final concentration of 50 nM) to 10 μl of binding reaction and incubated at 

37°C for 30 min. The reactions were terminated by the addition of 15 μl of formamide 

loading buffer containing heparin (0.4 mg/ml) and heated in a boiling water bath for 1 min. 

The digested DNA fragments were resolved by urea-denaturing 8% polyacrylamide gel 

electrophoresis (PAGE). The gel was screened and imaged with an Amersham Typhoon 

scanner. 
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3.7.3.Electrophoretic mobility shift assay 

DNA duplexes were formed by mixing 5′-[32P]–labeled strands and unlabeled 

strands at a molar ratio of 1:2 in Nuclease-Free Duplex Buffer (IDT), heating for 2 min at 

95°C, and slowly cooling to 20°C. The Cas1-Cas2 complex was reconstituted as described 

in the previous section. The binding reaction was carried out in 10 μl of binding buffer [40 

mM tris-HCl (pH 7.5), 50 mM NaCl, 10 mM MgCl2, 0.5 mM TCEP, and BSA (0.1 mg/ml)] 

containing 25 nM DNA substrate and 2 μM Cas1-Cas2 complex. Binding reactions were 

incubated for 30 min at 37°C, loaded onto a native precast 4 to 20% gradient 

polyacrylamide gel (Novex, Invitrogen), and run in tris-glycine buffer at 20 mA for 2 hours. 

The bound complexes were visualized with Typhoon phosphorImager and calculated by 

ImageQuant software (GE Healthcare). 

3.7.4.Permanganate probing 

KMnO4 probing was performed with 10 nM 5′-[32P]–labeled DNA substrate and 

800 nM Cas1-Cas2 complex in 10 μl of binding buffer [40 mM tris-HCl (pH 7.5), 50 NaCl, 

10 mM MgCl2, 0.5 mM TCEP, and BSA (0.1 mg/ml)]. The binding reaction was incubated 

at 37°C for 30 min, and the probing reaction was initiated by adding KMnO4 to a final 

concentration of 2.5 mM. Reactions were incubated for 10 s and quenched by the addition 

of 10 μl of 1% 2-mercaptoethanol. The reactions were extracted with a phenol-chloroform 

mixture, followed by ethanol precipitation. DNA pellets were dissolved in 50 μl of freshly 

prepared 1 M piperidine and heated at 95°C for 10 min. Piperidine was removed by 

chloroform extraction, and DNA was ethanol-precipitated. Pellets were dissolved in 10 to 

15 μl of formamide loading buffer, and products were separated by denaturing 11% PAGE 

and visualized with Typhoon phosphorImager (GE Healthcare). 

3.8. Experiments with Pseudomonas aeruginosa PA14 

3.8.1.Bacterial strains 

Evolution experiments used P. aeruginosa UCBPP-PA14 (PA14) (Cady et al., 

2012). UCBPP-PA14 csy3::lacZ was used for phage stock amplification and phage titre 
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determination. Competition experiments used a surface mutant (SM) derived from PA14 

csy3::lacZ and a CRISPR-resistant mutant (BIM-2sp, bacteriophage insensitive mutant 

with 2 additional acquired spacers against DMS3vir) derived from PA14, both of which 

have been previously described (Westra et al., 2015). For the microfluidics experiments, 

we used PA14 flgK::Tn5B30(TcR) (O’Toole & Kolter, 1998). 

All bacterial strains were grown at 37 °C in LB broth or M9 medium (22 mM 

Na2HPO4; 22 mM KH2PO4; 8.6 mM NaCl; 20 mM NH4Cl; 1 mM MgSO4; and 0.1 mM 

CaCl2). All liquid cultures were grown with 180 rpm shaking. 

3.8.2.Phages 

Evolution experiments used lytic phage DMS3vir (Cady et al., 2012). DMS3vir and 

a mutant expressing anti-CRISPR against PA14 I-F system, DMS3vir-AcrIF1, were used 

for determination of the resistance phenotypes (van Houte et al., 2016). Phage stocks were 

obtained from lysates prepared on PA14 csy3::lacZ and stored at 4 °C. 

3.8.3. Determination of antibiotic activity 

For MIC (minimum inhibitory concentration) determination, overnight cultures 

(∼5*109 cells/mL) were diluted 104-fold in LB medium. 20 μL of the diluted cultures were 

inoculated into 96-well microplate wells containing 180 μL of LB supplemented with 

antibiotics using 2-fold serial dilutions of the antibiotic. After 18 h growth at 37 °C, MIC 

was determined as the lowest antibiotic concentration with no visible growth. To determine 

the MBC (minimal bactericidal concentration), the content of wells with no visible growth 

was plated on LB-agar and further incubated overnight. MBC was defined as the lowest 

antibiotic concentration resulting in 99.9% decrease in initial inoculum cell density (< 5 

CFU in 100 μL). MBC/MIC ratio was used to estimate if antibiotic activity was 

bacteriostatic or bactericidal: a high MBC/MIC ratio indicates that the concentration 

sufficient to prevent growth is much lower than the concentration required to kill the 

majority of cells (Pankey & Sabath, 2004). In our assay, antibiotics with average 

MBC/MIC ratio >1 were the ones that are commonly recognized as being bacteriostatic 

(Tm, Erm, Chl and Tc). 
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3.8.4.Evolution experiments 

Evolution experiments were performed in glass vials containing 6 mL growth 

medium and appropriate antibiotics at the concentrations shown in Table 2.  

 

Table 2: Antibiotics used in the study. 

abbreviation antibiotic target MIC Dose  MBC/MIC static/cidal 

Chl chloramphenicol translation 30 25 2.67 static 

Tc tetracycline translation 10 2.5 2.5 static 

Erm erythromycin translation 100 5 3.67 static 

Tm trimethoprim THF synthesis 6.25 2.5 8 static 

Gen gentamycin translation 1.25 0.625 1.17 cidal 

Strep streptomycin translation 25 12.5 1.33 cidal 

Carb carbenicillin peptidoglycan 25 2.5 1.17 cidal 

Cip ciprofloxacin DNA gyrase 0.2 0.1 1.33 cidal 

 

Antibiotic concentrations were chosen which were below the MIC and did not 

affect cell densities after 24h growth too drastically (more than 10-fold) in the absence of 

phages. 60 μL from overnight cultures were co-inoculated with 104 plaque-forming units 

(p.f.u.) of phage DMS3vir. 1:100 volume was then transferred every 24 h into fresh 

medium for 3 days. Each treatment contained 6 biological replicates. Cell densities and 

phage titers were monitored with serial dilution in M9 salts (after chloroform treatment for 

phages), and enumeration of colonies on LB-agar and enumeration of plaques on a lawn of 

PA14 csy3::lacZ cells. The identification of phage resistance type (sensitive, CRISPR-Cas 

or SM) was performed by cross-streaking 24 randomly selected colonies on DMS3vir and 

DMS3vir-AcrIF1 phages: SM clones are resistant to both phages and have a characteristic 

smooth colony morphology, whereas clones with CRISPR-Cas immunity are resistant to 

DMS3vir but sensitive to DMS3vir-AcrIF1 (van Houte et al., 2016). 
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3.8.5.Determination of bacterial growth rate by optical density 

Overnight cultures were diluted 100-fold into fresh growth media. Growth of 200 

μL of culture was measured in a 96-well plate by measuring optical density at λ=600nm 

(OD600) for 14 to 24 h at 37 °C in a BioTek Synergy 2 Plate reader, with 5 s shaking 

before each measurement. All growth curves were performed in at least 8 replicates. The 

exponential growth rate in LB was determined in R using the package growthrates 

(Petzoldt, 2022). The growth rate was then calculated from cultures inoculated without 

phage, between tmax -3 h and tmax. 

3.8.6.Determination of bacterial doubling time by microfluidics 

The mother machine device was fabricated and handled as previously reported 

(Bamford et al., 2017; Cama et al., 2020). Briefly, overnight cultures in LB were spun 

down via centrifugation for 5 minutes at 4000 rpm at room temperature (Eppendorf 5810 

R). The supernatant was filtered twice (Medical Millex-GS Filter, 0.22 μm, Millipore 

Corp.) and used to re-suspend the bacteria to an OD600 of 75. 2 μl of the bacterial 

suspension was injected into the microfluidic mother machine device and incubated at 37 

°C until there were 1-2 bacteria in the lateral side channels. Fluorinated ethylene propylene 

tubing (1/32” × 0.008”) was connected to the inlet and outlet holes and connected to a 

computerized pressure-based flow control system (MFCS-4C, Fluigent) controlled by 

MAESFLO software (Fluigent) and outlet reservoir respectively. Spent media was flushed 

through the device to wash excess bacteria out of the main channel at 300 μL/h for 8 

minutes to completely exchange the fluid in the device and tubing. The chip was mounted 

on an inverted microscope (IX73 Olympus, Tokyo, Japan) and images were acquired in 

bright-field via a 60×, 1.2 N.A. objective (UPLSAPO60XW, Olympus) and a sCMOS 

camera (Zyla 4.2, Andor, Belfast, UK) with a 0.03 s exposure. The microfluidic device was 

moved by two automated stages (M- 545.USC and P-545.3C7, Physik Instrumente, 

Karlsruhe, Germany, for coarse and fine movements, respectively) to image multiple fields 

of view in a sequential manner. The imaging setup was controlled by LabView. After 

acquiring the first set of images, we flowed each of the investigated antibiotics dissolved 
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in LB at the appropriate concentration at 300 μL/h for 8 minutes before lowering the flow 

rate to 100 μL/h for 3 hours. The entire assay was carried out at 37 °C in an environmental 

chamber surrounding the microscope. Bacterial doubling times were extracted from the 

acquired image sets as previously reported (Łapińska et al., 2019). Briefly, we tracked each 

bacterium and its progeny throughout each experiment, and doubling times were measured 

as the lapses of time between successive bacterial divisions that were assessed by eye 

through the images loaded in ImageJ (Schneider et al., 2012) and considered to have 

happened when two daughter cells became clearly distinguishable from their respective 

parental cell. 

3.8.7.One-step phage growth assays 

Overnight cultures of PA14 were first diluted into 6 mL growth medium ± antibiotic 

treatment in glass vials (N=4). For experiments with 30 min of pre-exposure to antibiotics, 

cells were diluted 25-fold into fresh media with antibiotics and grown for 30 min before 

phage addition. For experiments with 12 h of pre-exposure to antibiotics, cells were diluted 

100-fold into fresh media with antibiotics and grown for 12 h before phage addition. 

Bactericidal treatments were excluded from further analysis because they caused a 4-fold 

to 570-fold decrease in cell density after 12 h, making it impossible to determine the latent 

period of phage under those conditions. After growing in the presence of antibiotics, 

approximately 5*107 p.f.u. of DMS3vir were added in each vial, and vials were vortexed 

and incubated at 37 °C for 15 min, allowing phage adsorption. Cultures were then diluted 

1000-fold into 6 mL growth medium ± antibiotic treatment to limit further adsorption and 

re-infection, vortexed again, and transferred to 24-well plates for parallel processing. 

Samples were taken immediately (t=0) and then approximately every 20 minutes. The first 

samples were diluted in M9 salts and plated on LB-agar to quantify cell densities; all 

samples were chloroform-treated and plated on PA14 csy3::lacZ lawns. Phage densities 

measured after chloroform treatment correspond to the sum of free phages and mature 

phage particles inside infected cells. 
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3.8.8.Determination of antibiotic effects on infection success 

Four overnight cultures of PA14 were diluted in parallel 100-fold into LB with or 

without antibiotics. After 2 h growth at 37 °C, DMS3vir phages were added to a final 

concentration of 1000 p.f.u./mL (equivalent to 5 p.f.u. in the 200 μL total volume in each 

well) and the vials were vortexed. After 15 min at 37 °C, vials were vortexed again and 

24∗ 200 μL of each individual culture were aliquoted into 24 wells of a 96-well plate. Plates 

were incubated at 37 °C for 22 h, then 20 μL of each well were spotted on a lawn of PA14 

csy3::lacZ cells in two replicates. With an average phage inoculum of 5 phages, the 

distribution of phages across wells is expected to follow a Poisson distribution with 0.7% 

wells containing 0 phages and 1.3% wells containing more than 10 phages. The control 

treatment with no antibiotics was consistent with this, as 1 in 96 wells produced no lysis. 

Lysis indicated that the founding phages reproduced. The number of wells in which phages 

failed to reproduce was counted for each treatment, and significance was determined by 

chi-square tests between antibiotic and no-antibiotic treatment. 

3.8.9.Measurement of mutation towards SM 

To evaluate the frequency of SM cells in the absence of phage selection, cells were 

grown in LB ± antibiotic treatment for 24 h. After 24 h, cultures were serially diluted in 

M9 salts, then dilutions were plated both on LB-agar to calculate total cell density, and on 

LB-agar containing a high concentration of DMS3vir, which was generated by covering 

the agar surface with a phage stock of 108 p.f.u./μL. A pilot experiment confirmed that all 

colonies growing on top of DMS3vir were phenotypically SM. The density of SM mutants 

was calculated by counting the number of colonies growing on top of DMS3vir. Three 

independent experiments were run with 6 experimental replicates each. 

3.8.10.Spacer acquisition assay 

20 μL of PA14 overnight culture were first diluted 1:50 into 1 mL LB with or 

without antibiotics in 24-well plates, in 8 replicates per treatment. After 30 min of growth 

at 37 °C, 2*109 DMS3vir phages were added per well, and cultures were incubated at 37°C 
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for 3h. The density of phage-sensitive cells was measured by plating 100 μL on LB-agar 

after 104-fold dilution in M9 salts. The density of phage-resistant cells was measured by 

directly plating 100 μL of cultures on LB-agar without dilution: the phage density on these 

plates was sufficient to prevent the growth of sensitive colonies. The majority of colonies 

had a smooth morphology characteristic of SM clones. We confirmed that smooth colonies 

were resistant to both DMS3vir and DMS3vir-AcrIF1, whereas non-smooth colonies were 

resistant to DMS3vir but sensitive to DMS3vir-AcrIF1, and were, therefore, CRISPR 

immune. In each culture, the proportion of CRISPR-Cas immune clones within the total 

population of resistant clones (CRISPR-Cas and SM) was calculated. 

3.8.11.Competition assays 

Competition experiments were performed in 6 mL LB supplemented in the 

presence or absence of antibiotics. They were initiated by inoculating 60 μL of a 1:1 mix 

of LB overnight cultures of CRISPR-Cas immune (BIM-2sp) and surface mutant (SM) 

clones. For treatments including phages, 8*109 p.f.u. of DMS3vir were added per vial. 

Samples were serially diluted at 0 and 24 h and plated on LB agar supplemented with 50 

μg/mL X-Gal (5-bromo-4-chloro-3-indolyl-B-D-galactopyranoside), to determine the ratio 

of the surface mutant that carries the lacZ gene and therefore forms blue colonies, and the 

BIM-2sp, which forms white colonies. The selection rate of the CRISPR-Cas clone was 

calculated as mBIM2-m3A, with m the Malthusian parameter defined as 

log(density(t1)/density(t0)) (Lenski et al., 1991). We used selection rate rather than relative 

fitness because some treatments led to an absolute decline in the abundance of the CRISPR-

Cas clone. 

3.8.12.Quantification and statistical analysis 

All statistical analyses were done with R version 3.4.1, and package cowplot 

(Wilke, 2017). Individual Student t-tests were used to compare each treatment to the 

associated no-antibiotic treatment. For each experiment, statistical parameters are reported 

in the figure legends or within the results section. 
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 Results 

4.1. Genome maintenance proteins modulate primed adaptation by E. coli Type 

I-E CRISPR-Cas system 

The results presented in this section are based on the following publication: 

Kurilovich, E., Shiriaeva, A., Metlitskaya, A., Morozova, N., Ivančić-Baće, I., Severinov, 

K., & Savitskaya, E. (2019). Genome maintenance proteins modulate autoimmunity 

mediated primed adaptation by the Escherichia coli Type I-E CRISPR-Cas system. Genes, 

10(11), 872. 

 

The author performed genomic DNA purification and CRISPR array amplification 

for sequencing, and all sequencing data analysis. Mutant self-targeting strains were 

constructed by the author and Dr. A. Metlitskaya. The experiment with bacterial cultures 

was performed by Dr. A. Shiriaeva. Microscopy was done by Dr. N. Morozova. 

Sequencing was performed at the Skoltech Genomics Core facility. 

 

4.1.1. Primed CRISPR adaptation is impaired in ΔrecJ, ΔrecB ΔrecJ and ΔrecB 

ΔsbcD mutants 

 

The impact of the cellular repair enzymes on primed CRISPR adaptation was 

studied in E. coli KD403 strain carrying an engineered inducible self-targeting CRISPR-

Cas system (Figure 13A) (Shiriaeva et al., 2019). KD403 contains a mini CRISPR array 

with a spacer targeting a non-essential yihN gene in its genome and cas genes under the 

control of inducible promoters. Upon cas genes induction, the protospacer in the yihN gene 

is recognized, and extensive DNA degradation at both sides of the protospacer is observed 

(Shiriaeva et al., 2019). The degradation of host DNA requires the Cas3 nuclease activity. 

Induction of self-targeting leads to cessation of growth: compared to uninduced control, 

the number of colony-forming units is decreased by several orders of magnitude. Induced 

cells become elongated, indicating activation of SOS response. They remain viable for at 
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least several hours post-induction and acquire new spacers, mostly from host DNA 

surrounding the yihN protospacer (referred below as priming protospacer, PPS) (Shiriaeva 

et al., 2019). 

We used the self-targeting model to assess the effect of mutations in several host 

genomic DNA maintenance systems on the adaptation process. First, we evaluated the role 

of the RecBCD complex responsible for homologous recombination induced by double-

strand DNA breaks. We used P1 transduction to generate derivatives of KD403 with recB, 

recC, or recD genes replaced with kanamycin resistance cassette. As in the parental, wild-

type KD403 strain, induction of self-targeting in the mutants caused SOS response, as 

judged by cell elongation (Figure 12), cessation of culture growth (Figure 10), and 

reduction in colony-forming units (Figure 11), but did not increase the number of dead 

cells 5 h after the addition of cas genes inducers as judged by differential staining of live 

and dead cells (Figure 12, 13B).  

 

 

Figure 10. Growth curves showing OD600 of indicated cultures of self-targeting cells in the absence (left) or 

in the presence (right) of cas gene inducers. Aliquots of cultures collected five hours post induction were 

used for further analyses. 
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Figure 11. Aliquots of serial dilutions of cultures of indicated self-targeting cells with (right) and without 

(left) inducers of cas gene expression were spotted on LB plates five hours after induction. The results of 

overnight growth at 37oC are presented. 

 

 

Figure 12. Representative images of cells from cultures with and without induction of self-targeting. Red 

cells are dead, green cells are alive. Cells become elongated in response to double-stranded DNA breaks 

(SOS response).  
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In recBCD single mutants, spacer acquisition, detected by the appearance of PCR 

amplicons corresponding to extended arrays, was observed at levels comparable to that 

observed in the parental KD403, suggesting that neither RecBC nor RecBCD is required 

for primed adaptation (Figure 13C). 

 

 

Figure 13. Components of genome maintenance pathways contribute to primed adaptation efficiency. (A) A 

self-targeting E. coli strain KD403 used to study the effects of non-CRISPR genes of primed adaptation is 

schematically shown. KD403 contains the cas3 gene under IPTG-inducible lacUV5 promoter and the cse1, 

cse2, cas5, cas6, cas7, cas1, cas2 operon under the control of arabinose-inducible promoter araB8p. A 

minimized CRISPR array contains a single spacer (Sp) matching the priming protospacer (PPS) in the non-

essential yihN gene. The leader region is shown in red. The structure of the R-loop complex on PPS is shown 

in the inset. (B) Cultures of KD403 and derivatives with mutations in recB, recC, recD, sbcD, recJ, sbcB, 

recB sbcD, recB recJ, and recB sbcB genes were grown in the presence (“+”) or in the absence (“−“) of 

inducers and the number of live cells 5 h post-induction was measured by live fluorescence microscopy. (C) 

Spacer acquisition determined by PCR amplification of the CRISPR array in uninduced and induced cells 5 

h post-induction. Amplification products were resolved by agarose gel electrophoresis. Amplicons 
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corresponding to initial, unexpanded CRISPR array and arrays expanded by one (“Sp+1”) and two (“Sp+2”) 

spacers-repeat units are indicated. A representative result of one of three independent experiments is shown. 

(D) Adaptation efficiency was measured as a percentage of intensities of upper bands on agarose gels shown 

in panel C (correspond to extended arrays), to the sum of intensities of upper and lower bands and normalized 

to values obtained for samples grown in the absence of inducers. The mean and standard deviations for three 

independent experiments are shown. Samples that significantly differ from wild-type KD403 are marked by 

red asterisks (pairwise t-test, p-value < 0.01). The brackets above the bars indicate pairwise t-test comparisons 

between double mutants and corresponding single mutants (n.s., non-significant differences at p-value ≥0.01; 

black asterisks, significant differences at p-value < 0.01). 

 

By constructing appropriate KD403 derivatives, we next assessed the role of 3’-5’ 

single-strand specific exonuclease SbcB, 5’-3’ single-strand specific exonuclease RecJ, 

and SbcD, a component of a single- and double-stranded DNA 3’-5’ exonuclease and 

endonuclease SbcCD. Induction of self-targeting in ΔsbcB, ΔsbcD, and ΔrecJ mutant 

cultures led to an increase in cell length (Figure 12), cessation of culture growth (Figure 

10), and reduction in colony forming units (Figure 11) comparable to what was seen in 

parental KD403, and had either no effect on spacer acquisition (ΔsbcB mutant) or led to a 

~2-fold increase (ΔsbcD mutant) or ~4-fold decrease (ΔrecJ mutant) in adaptation 

efficiency (Figure 13D). 

Taking into consideration that some genes analyzed may encode enzymes with 

redundant activities, we assessed primed adaptation in double mutants ΔrecB ΔrecJ, ΔrecB 

ΔsbcD, and ΔrecB ΔsbcB. Induction of self-targeting in double mutants led to an increase 

in cell length (Figure 12), cessation of culture growth (Figure 10), and reduction in colony 

forming units (Figure 11) at levels comparable to those seen in parental KD403 cell 

cultures. As judged by live microscopy, the viability of double mutants was either not or 

mildly affected (15% dead cells for ΔrecJ ΔsbcD strain 5 h post-induction (Figure 12, 

Figure 13B), these cells also formed minute colonies in the absence of inducers (Figure 

11)), which allowed us to compare the adaptation efficiency. While adaptation was not 

affected in the ΔrecB ΔsbcB double mutant, it was not detectable in the ΔrecB ΔrecJ and 
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ΔrecB ΔsbcD mutants, suggesting that the presence of functional cas3 and cas1-cas2 alone 

is not sufficient for spacer acquisition at wild-type level in these cells (Figure 13C,D). 

4.1.2. Deletions in recB, recC, recD, and sbcD genes affect the choice of spacers 

acquired during primed adaptation 

To get a deeper insight into the role of genes under study in primed adaptation, 

amplicons corresponding to extended CRISPR arrays that acquired new spacers were 

analyzed by high-throughput sequencing (see Materials and Methods). Sequences from 

Illumina reads flanked by CRISPR repeats were treated as spacers, extracted, and mapped 

to the KD403 genome. It has been shown that in KD403 newly acquired spacers correspond 

to protospacers located in an area surrounding the PPS with a characteristic gradient of 

acquisition efficiency falling as the distance from the PPS increases (Shiriaeva et al., 2019). 

Further, acquired spacers (taken as sequences of non-transcribed strand of the CRISPR 

array), preferentially map to the nontarget (NT) strand upstream of the PPS and the target 

(T) strand downstream of it, with more than 96% of spacers originating from sequences 

with an AAG PAM. According to previously published data, 97% of spacers acquired by 

the KD403 cultures originate from a 400-kb region upstream and downstream of the PPS. 

59% of spacers map on the NT-strand upstream of the PPS while 41% of spacers map on 

the T-strand downstream of it (Shiriaeva et al., 2019; Strotskaya et al., 2017) (Figure 14). 

98% of these “strand-biased” spacers originate from sequences associated with an AAG 

consensus PAM, a hallmark of primed adaptation (Datsenko et al., 2012) (Figure 15). No 

spacers acquired due to priming at PPS were detected in DNA amplified from ΔrecB ΔrecJ 

and ΔrecB ΔsbcD double mutants, in agreement with the lack of detectable PCR bands 

corresponding to expanded arrays in Figure 13C. Therefore, they were excluded from 

further analysis. Though the overall yield of spacer acquisition in ΔrecB, ΔrecC, and ΔrecD 

mutants, as judged by PCR analysis of CRISPR array amplicons, was the same as in 

parental KD403, mapping of acquired spacers revealed a clear alteration in their pattern. 

Specifically, compared to the “wild-type” strain, the area, from which spacers were 

acquired in the mutants was extended further away from the PPS in both directions. A 
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similar, though less pronounced trend was observed for spacers acquired by the ΔsbcD 

mutant (Figure 14). The results were highly consistent between the experiments. In 

contrast, compared to parental KD403, no changes were observed in the size of the area 

from which spacer acquisition occurred in ΔrecJ or ΔsbcB single mutants or in the ΔrecB 

ΔsbcB double mutant compared to the ΔrecB single mutant. 
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Figure 14. Components of genome maintenance pathways affect the extent of the area around the priming 

protospacer (PPS) from which spacers are selected. At the top left panel, unique spacers acquired in parental 

KD403 are mapped to the area of the genome 400 kb upstream and downstream of the PPS. The orientation 

of PPS is shown by a red arrow at the top, with yellow fragment at the beginning of the arrow denoting the 

protospacer adjacent motif (PAM) of PPS. The numbers of spacers mapping to 10-kb bins at each side of the 

PPS are plotted in a strand-specific manner. A curve showing the distribution of spacers mapping to NT-

strand is colored blue and plotted above the X-axis; a curve showing the distribution of spacers mapping to 

the T-strand is colored red and plotted below the X-axis. The rest of the panels show normalized comparisons 

of spacer acquisition profiles between the parental (“WT”) KD403 and indicated mutants in which spacer 

acquisition was detected (see Figure 13). In each panel, the wild-type profile is shown by blue and red colored 

lines, while the mutant profiles are green (NT strand) and magenta (T strand). Averaged results from two 

biological replicates are shown. For ΔrecJ and ΔsbcB mutants, the mapping curves are completely 

superimposed with the wt and are hardly seen. 

 

For all strains analyzed, the average association with AAG for spacers mapping to 

“preferred” strands upstream and downstream of the PPS was at a level of at least 97% 

(Figure 15). This was also true for PPS-distal “extra” spacers acquired in ΔrecB, ΔrecC, 

ΔrecD, and ΔsbcD mutants from regions from which acquisition for parental KD403 was 

negligible (Figure 16). 

A minor (~3%) fraction of spacers acquired by induced KD403 cultures was 

mapped to the T-strand upstream of the PPS and to the NT-strand downstream of it. The 

acquisition of these spacers is clearly driven by the PPS recognition, as they cluster in the 

area around the PPS and in this sense originate through priming. Interestingly, only 79% 

and 74% of these spacers originate from sequences associated with the AAG PAM (Figure 

15). These values, while clearly higher than those reported for naïve adaptation (40–50%) 

(Yosef et al., 2013), are considerably below the values typical for primed adaptation, 

suggesting that a mechanistically distinct process is involved. Yet, the area of acquisition 

of such spacers, mapping to opposite strands, was extended in ΔrecB, ΔrecC, ΔrecD, and 

ΔsbcD mutants and unaffected by deletions of recJ or sbcB, similar to the situation 

observed with spacers acquired during the bona fide primed adaptation process. 

Surprisingly, when analyzing the AAG bias of minor spacers acquired in different KD403 
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mutant derivatives, we consistently observed significantly more AAG-associated spacers 

in the ΔrecB mutant but not in the ΔrecD mutant (Figure 15). We assume that the RecBCD 

complex directly participates in the creation of precursors of such spacers. Although the 

detailed mechanism remains to be established, our observation highlights the distinct roles 

of helicase and nuclease activities of RecBCD in primed adaptation.  

 

 

Figure 15. Association with the AAG PAM of spacers acquired by KD403 and its derivatives. Spacers 

acquired by indicated cells were mapped to an area within 200 kb upstream and downstream of the PPS, and 

the percentage of mapping sites with an AAG PAM was determined separately for spacers mapping to 

upstream and downstream T and NT-strands. The heights of the bars show mean values obtained in two 

independent experiments (black dots show values obtained in each individual experiment). The dotted line 

shows the average level for the parental KD403 (“WT”) strain. Red asterisks mark values that significantly 

differ from the wt level according to pairwise proportional test with a p-value of 0.001. 
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Figure 16. Association with the AAG PAM of spacers acquired by KD403 and its derivatives in an extended 

area around the PPS. The percentage of spacers mapping to sequences with appropriately positioned AAG 

PAM is plotted as a function of distance upstream and downstream of the PPS in 10-kb bins. Blue and red 

lines represent, correspondingly, values for the NT-strand upstream of the PPS and the T-strand downstream 

of the PPS for parental KD403. Green and purple lines represent the corresponding values for mutants. Only 

bins with a number of spacers above a threshold of 500 counts were taken into consideration. 

 

4.1.3.Deletion of recJ influences prespacer integration 

The deletion of recJ decreased primed adaptation efficiency ~4-fold (Figure 13C, 

D). Simultaneous deletion of recJ and recB made primed adaptation undetectable (Figure 

13C, D). Since, in contrast to ΔrecBCD mutants, the absence of recJ did not shift the area 

which spacers were selected from (Figure 14), we assumed that the pathways that involve 

RecBCD and RecJ in primed adaptation are non-redundant. In other words, each pathway 

could make its own, independent, contribution, and abolishing both pathways prevents 

primed adaptation. To get further insights into the role of RecJ, we investigated the 

repertoire of acquired spacers in the ΔrecJ mutant. Spacers were clearly acquired less 
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accurately in the absence of RecJ than in all other strains (Figure 17). The percentage of 

inaccurately incorporated spacers that have been shifted relative to the AAG PAM in 

protospacers (shifters) or inserted into the CRISPR array in the opposite orientation 

(flippers) was 2.25% in parental KD403 and ΔrecBCD and ΔsbcD mutants, compared to 

3% in the ΔrecJ mutant (a 30%, highly statistically significant increase). Second, the choice 

of acquired spacers was affected in the ΔrecJ mutant in a very specific way. Recently, it 

was shown that spacers efficiently acquired in the course of primed adaptation are depleted 

of internal AAG trinucleotides (Musharova et al., 2018). The percentage of spacers 

containing internal AAG trinucleotide was slightly, yet, significantly increased in the ΔrecJ 

mutant (Figure 17B). Consistently, compared to parental KD403, the AAG PAM bias was 

slightly decreased (though the effect is marginally significant) for acquired spacers 

mapping to poorly used strands around the PPS in ΔrecJ cells (Figure 15). 

 

Figure 17. RecJ affects spacer acquisition precision and specificity. Spacers acquired by indicated cells were 

mapped to an area within 200 kb upstream and downstream of the PPS for KD403 and indicated derivatives. 

(A) Percentage of inaccurately incorporated spacers (both shifters and flippers) in indicated cultures. The 

numbers on the right axis show the ratios of inaccurately incorporated spacers to those obtained for WT cells. 

(B) Percentage of spacers with internal AAG trinucleotides. Data for spacers mapping to NT-strand upstream 

of the PPS and T-strand downstream are shown by blue and red bars, correspondingly. The heights of the 

bars show mean values obtained in two independent experiments (black dots show values obtained in each 

experiment). The numbers on the right axis show the ratios of spacers with internal AAG trinucleotides to 

those obtained for wt cells. The dotted line shows the average level for the parental KD403 (“WT”) strain. 

Red asterisks mark values that significantly differ from the wt level according to pairwise proportional test 

with a p-value of 0.001.   
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4.2. Host nucleases generate prespacers for primed adaptation by the E. coli type 

I-E CRISPR-Cas system 

The results presented in this section are based on the following publication: 

Shiriaeva, A., Kuznedelov, K., Fedorov, I., Musharova, O., Khvostikov, T., Tsoy, Y., 

Kurilovich, E., Smith, G., Semenova, E., Severinov, K. (2022). Host nucleases generate 

prespacers for primed adaptation in the E. coli type I-E CRISPR-Cas system. Sci. Adv., 

8(47), 8650. 

 

The author contributed to the work by preparing NGS libraries for sequencing and 

performing the analysis of new spacers in xseA mutant (Figure 23). Data curation and the 

rest of the analysis was done by Dr. A. Shiriaeva. In vitro experiments were performed by 

Dr. K. Kuznedelov. 

The results provided in sections 4.3.1 and 4.3.2 were partially presented in the PhD 

Thesis of Dr. A. Shiriaeva (2020). As they were obtained after the first publication 

(Kurilovich et al. 2019), and are directly relevant to the topic of the current thesis, they are 

included below.  

 

4.2.1. E. coli RecBCD and RecJ are jointly required for prespacer generation 

during primed adaptation in vivo 

To investigate the roles of genome maintenance proteins in prespacer formation and 

trimming, DNA short fragments were purified from wt KD403, ΔrecD, ΔrecB, ΔrecC, 

ΔrecJ, and ΔrecB ΔrecJ derivatives and sequenced according to the FragSeq approach 

(Shiriaeva et al., 2019). Uninduced wt (-Ind) sample was used as a control. The amounts 

of fragments were adjusted to account for the preferential loss of shorter fragments. As 

expected, enrichment of 31-40-nt fragments around the PPS in induced wt self-targeting 

cells was observed (Figure 18). The sharpest central part of the enrichment peak is within 

50 kb around the PPS. In what follows, if not stated otherwise, we analyze fragments 

located not farther than 25 kb from the PPS. Similar enrichment peaks were also observed 
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in coverage plots of all studied mutants except for ΔrecB ΔrecJ, suggesting that prespacer 

generation is abolished when both RecBCD and RecJ are inactivated.  

 

 

Figure 18. Detection of prespacers in self-targeting E. coli strains affected in homologous recombination. 

Normalized sequence coverage of PPS ± 250 kb (RPM, in 1-kb bins) by 31-40-nt fragments after adjusting 

fragment abundances using fragment-length specific loss coefficients. Coordinates on the X-axes show the 

distance from the PPS. Fragments mapped to the NT-strand are shown in blue; fragments mapped to the T-

strand are in red. Chi sites oriented to activate RecBCD moving away from the PPS are shown above each 

coverage plot as blue or red vertical lines. Grey boxes indicate repetitive regions of the genome. Reads 

matching such regions were excluded from the analysis, leading to an apparent decrease in fragment 

coverage. 

 

Previously, it was reported that in wt cells most fragments originating from the NT-

strand upstream of the PPS (i.e., at the PAM-proximal side of the PPS; Figure 19) and from 

the T-strand downstream of the PPS (i.e., at the PAM-distal side of the PPS) were ~33 nt 
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in length and their 5’ ends were generated by cleavage of a phosphodiester bond within the 

5’-AAG-3’ sequence. We will refer to these fragments as “AAG-associated fragments”. In 

contrast, most fragments originating from the T-strand upstream of the PPS and from the 

NT-strand downstream of the PPS were ~37 nt in length and their 3’ ends were generated 

by cleavage of the phosphodiester bond 2 nt to the left of the 3’-TTC-5’ motif 

complementary to PAM. We will refer to these fragments as “TTC-associated fragments” 

(Figure 19). Once annealed, complementary AAG- and TTC-associated fragments should 

produce prespacers with a double-stranded region of ~33 bp and a short 3’ overhang on the 

PAM-derived end. The ratios of fragments from the two complementary strands (NT/T) 

varied in the range of 0.77-1.6, suggesting that most fragments have a complementary pair 

and form double-stranded prespacers.   

To determine the effects of recB, recC, recD, and recJ deletions on AAG-associated 

fragments, for each strain we combined 31-40-nt fragments from the NT-strand upstream 

and from the T-strand downstream of the PPS (Figure 19). Likewise, we combined 

fragments from the T-strand upstream and the NT-strand downstream of the PPS to 

determine the effects of rec deletions on TTC-associated fragments (Figure 19).  

 

 

Figure 19. A 50-kb region around the PPS is schematically presented. Oppositely oriented protospacers (PS) 

that are predominantly selected as spacers during primed adaptation are depicted to the left (upstream) and 

to the right (downstream) of the PPS. Fragments mapping to the NT-strand upstream of the PPS and to the 

T-strand downstream of the PPS are shown in gray. In the wild-type, AAG-associated fragments are found 
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in this group. Fragments mapping to the T-strand upstream of the PPS and to the NT-strand downstream of 

it are shown in pink. In the wild-type, TTC-associated fragments are found in this group. 

 

While in most mutant strains we detected AAG- or TTC-associated fragments with 

frequencies and distributions the same as or very similar to that of wt , no enrichment with 

AAG- or TTC-associated fragments was observed in the ΔrecB ΔrecJ mutant (Figure 18, 

Figure 20). Instead, the distribution of fragments in this mutant was similar to that observed 

in the uninduced wt control where no detectable adaptation takes place. We thus conclude 

that the absence of spacer acquisition in the ΔrecB ΔrecJ mutant is due to the absence of 

prespacers. 
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Figure 20. On the left, length distributions of 31-40-nt fragments originating from the 50-kb PPS region. 

100% corresponds to all 31-40-nt fragments from both strands in this region. Fragment abundancies were 

adjusted using fragment-length specific loss coefficients. On the right, sequence alignments of fragments’ 

ends and adjacent genomic regions. Green rectangles represent 5’ ends of 31-35-nt AAG-associated 

fragments. Pink rectangles represent 3’ ends of 36-40-nt TTC-associated fragments. 
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4.2.2.The RecBCD helicase and RecJ nuclease participate in the processing of 

prespacer 5’ ends 

Though AAG- and TTC-associated fragments were detected in all studied mutants 

except for the ΔrecB ΔrecJ strain, fragment lengths were slightly different in ΔrecJ, ΔrecC, 

and ΔrecB mutants compared to wt (Figure 20). In particular, while 37-nt fragments 

constituted the major fraction of TTC-associated fragments in wt, 38-nt fragments were 

predominant in the ΔrecJ strain. Likewise, a higher fraction of the AAG-associated 

fragments was one nucleotide longer in this mutant than in the wt strain. On the contrary, 

higher percentages of fragments one nucleotide shorter than those observed in wt were 

detected in ΔrecB and ΔrecC strains. The differences in fragment length distributions might 

be caused by altered processing of the 5’, 3’, or both ends of prespacer precursors.  

To analyze variations in prespacer ends, we first determined chromosomal 

coordinates of all possible 33-bp protospacers associated with 5’-AAG-3’/3’-TTC-5’ 

PAMs and located not farther than 25 kb from the PPS in the correct orientation (375 

protospacers with 5’-AAG-3’ in the NT-strand upstream of the PPS and 490 protospacers 

with 5’-AAG-3’ in the T-strand downstream of the PPS). The coordinates of such 

protospacers should i) coincide with properly processed 33-nt prespacer coordinates (as is 

the case with 33-nt prespacer strands starting with a G) or ii) lie within not fully processed 

prespacer coordinates (as is the case with 37-nt prespacer strands having the 3’-NNTTC-

5’ motif on their 3’ ends). Finally, when a prespacer is processed to a length shorter than 

the protospacer length (33 bp), prespacer coordinates should lie within the protospacer 

coordinates. We calculated distances from the 5’ and 3’ ends of all 31-40-nt AAG- and 

TTC-associated fragments to the boundaries of their corresponding protospacers. Given 

that in the crystal structure of the E. coli Cas1-Cas2 bound to a model substrate the central 

23-bp region is in a double-stranded form, while the terminal 5-nt regions on both sides are 

single-stranded and likely more exposed to degradation (Nuñez, Lee, et al., 2015; J. Wang 

et al., 2015), we selected for our analysis only those fragments that spanned the central 23-

nt protospacer parts. Negative values were assigned to calculated distances if the positions 

of fragment ends were shifted towards the centers of protospacers; positive values were 
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assigned if the positions of fragment ends lay beyond the corresponding protospacer 

boundaries; zero values were assigned if the positions of fragment ends coincided with 

positions of protospacer boundaries.  

The distributions of calculated distances for the wt and the mutants are shown in 

Figure 21 (the ΔrecB ΔrecJ strain was not included in this analysis due to low number of 

PAM-associated fragments and high background of unrelated fragments, presumably 

generated by random DNA fragmentation). For every strain considered, the expected 

differences in distance distributions for PAM-derived and PAM-distal 3’ ends were 

observed (Figure 21B). The major fraction of fragments had the 3’-NNTTC-5’ (~60%) or 

3’-NNNTTC-5’ (~20%) motif on their PAM-derived 3’ ends, which corresponds to the 

distance of +4 and +5, respectively. PAM-distal 3’ ends either coincided with protospacer 

boundaries (distance = 0) or were truncated by 1 nucleotide (distance = -1) in ~60-70% of 

fragments. Overall, none of the nucleases encoded by the affected genes has a considerable 

effect on the processing of prespacer 3’ ends. 
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Figure 21. Processing of prespacer ends varies in different E. coli strains. (A) A strategy for selection of 

potential prespacer fragments. Coordinates of all 865 possible 33-bp protospacers with an adjacent 5'-AAG-
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3'/3'-TTC-5' PAM were determined in a 50-kb region centered at the PPS. Upstream of the PPS, only 

protospacers with the 5'-AAG-3' motif in the top (NT) strand were selected. Downstream of the PPS, only 

the protospacers with the 5'-AAG-3' motif in the bottom (T) strand were selected. For each protospacer, the 

coordinates of its central 23-bp region were determined. 31-40-nt fragments that contained the central 23-bp 

protospacer parts were selected for further analysis. All fragments that mapped to the protospacer strand 

associated with the 5'-AAG-3' motif were pooled (shown in green). Fragments mapped to the protospacer 

strand associated with the 3'-TTC-5' motif were also pooled (shown in pink). For each fragment, distances 

from its ends to corresponding protospacer ends were calculated. Zero values were assigned to the distances 

if the fragments' ends coincided with the protospacers' ends. Positive values were assigned to the distances if 

fragments' ends lay outside protospacers. Negative values were assigned to the distances if fragments' ends 

lay within protospacers. (B) Distribution of the distances from fragments' ends to the ends of protospacers in 

indicated strains. Values within individual plots are p-values of one-sided Mann Whitney U tests computed 

in comparisons with the wt and effect size values r. Only p-values less than 0.05 and r-values greater than 0.1 

are shown. The arrows indicate the direction of the shift along the X-axis in samples compared with the wt. 

 

Unlike the asymmetric 3’ ends, PAM-derived and PAM-distal 5’ ends in wt were 

processed symmetrically with respect to the protospacer boundaries (Figure 21B): in ~60% 

of fragments, both 5’ ends coincided with protospacer boundaries (distance = 0); in ~30% 

of fragments, an additional nucleotide was present (distance = +1). Both 5’ ends were on 

average longer in the ΔrecJ mutant than in wt (Mann Whitney U test, p≈0, effect size r = 

0.32). Only ~20% of fragments had 5’ ends coinciding with protospacer boundaries, while 

50% of fragments had an extra nucleotide (distance = +1) and fragments with two 

additional nucleotides (distance = +2) became prominent (~20%). Significant differences 

with wt were also revealed in ΔrecB and ΔrecC mutants (Mann Whitney U test, p ≤ 5.9E-

120, r = 0.23-0.37), but in this case 5’ ends were processed more excessively than in wt, 

such that ends located at the -1 distance became prominent (~40% of fragments). 

Interestingly, in strains lacking RecB or RecC, the shapes of the distributions calculated 

for the PAM-distal and PAM-derived 5’ ends were different. Specifically, for PAM-

derived 5’ ends formed in these mutants, the distance equal to 0 was most prominent, while 

for PAM-distal 5’ ends, it was the -1 distance (Figure 21B).  
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The result suggests that recognition of the PAM influences the way 5’ ends are 

processed but only when no RecBCD or RecBC complex is present in the cell.  

No changes in 5’ end processing were found in the ΔrecD mutant. The RecBC 

complex has helicase but no nuclease activity. Therefore, the helicase activity of RecBCD 

is required for the generation of proper prespacer ends. Altogether, we conclude that the 

RecJ 5’-3’ exonuclease activity and the RecBCD helicase activity are involved in the 

processing of prespacer 5’ ends during primed adaptation. 

4.2.3.CRISPR adaptation efficiency is decreased in KD403 mutant derivatives 

We re-assessed the efficiency of CRISPR adaptation using high-throughput 

sequencing of newly acquired spacers. In agreement with previous results, compared to the 

wild-type self-targeting strain, we observed a decrease in primed adaptation efficiency by 

~90% in ΔrecJ and by ~99% in the ΔrecB ΔrecJ strains. We also detected a less prominent, 

~36% decrease in the ΔrecD strain, and ~70% decreases in both ΔrecB and ΔrecC strains 

(Figure 22). In the previous work, no differences in primed adaptation efficiency between 

the wt and either ΔrecD, ΔrecB, or ΔrecC strains were observed. This discrepancy is likely 

explained by a more sensitive and quantitative method used to detect spacer acquisition in 

the current work (high-throughput sequencing versus quantification of agarose gel bands 

intensity used previously).  

We also inactivated the large ExoVII subunit encoded by the xseA gene in wt and 

ΔrecJ backgrounds. ExoVII exonuclease (a heterodimer of the products of xseA and xseB 

genes) has both 3′→5′ and 5′→3′ exonuclease activities on single-stranded DNA (Chase 

& Richardson, 1974). The results show that the deletion of xseA alone did not influence 

the adaptation efficiency. In contrast, primed adaptation was dramatically (~700-fold) 

decreased in the ΔrecJ ΔxseA mutant (Figure 22).  

Overall, our observations suggest that i) host nucleases RecJ, and RecBCD 

participate in prespacer generation, ii) ExoVII may be responsible for prespacer generation 

in the ΔrecJ strain and iii) the decrease in spacer acquisition in mutant strains is caused by 

reduced prespacer amounts or modified prespacer structures (or both).  
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Figure 22. Primed adaptation efficiency is decreased in ΔrecD, ΔrecB, ΔrecC, ΔrecJ, ΔrecB ΔrecJ, and 

ΔrecJ ΔxseA mutants. On the left panel, amplification products of unexpanded CRISPR arrays (“initial”) and 

CRISPR arrays with one (“+1 sp”) or two (“+2 sp”) additional spacer-repeat units resolved by electrophoresis 

in agarose gel are shown. A molecular-weight size marker is shown on the left. Results of 6 independent 

biological replicates are presented. On the right panel, primed adaptation efficiency is calculated as the ratio 

of newly acquired spacers to the total number of CRISPR arrays determined by high-throughput sequencing 

of CRISPR array amplicons. Asterisks indicate statistically significant differences between a mutant and the 

wt (p<0.05) in pairwise Welch’s t-test. Points represent individual values obtained in 6 biological replicates. 

For each strain, the mean and standard error of the mean are shown in the table under the bar graph.   

 

Newly acquired spacers in ΔxseA strain were mapped on the reference genome. No changes 

in spacer acquisition pattern were observed, compared to wt (Figure 23). 
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Figure 23. The xseA mutation does not affect the extent of the area around the priming protospacer (PPS) 

from which spacers are selected. The normalized comparison of spacer acquisition profiles between the 

parental (“WT”) KD403 and ΔxseA mutant is shown. The wild-type profile is shown by blue and red colored 

lines, while the mutant profiles are green (NT-strand) and magenta (T-strand). Averaged results for six 

biological replicates are shown. The mutant mapping curves are completely superimposed on the wt curves 

and are hardly seen. The shaded area represents the range of values.  

 

4.2.4.Lowered efficiency of prespacer generation rather than modified structure of 

prespacer ends causes a decrease in primed adaptation efficiency in ΔrecJ, 

ΔrecB, and ΔrecC mutants. 

To test if lowered primed adaptation efficiencies in mutants are caused by 

modifications of prespacer ends, we used an oligo electroporation assay. E. coli cells 

containing a single CRISPR array and expressing cas1 and cas2 from a plasmid were 

transformed either with a 33/37-nt canonical prespacer, a 34/38-nt prespacer with 5’ ends 

elongated by 1 nt as observed in ΔrecJ, or a 32/36-nt prespacer with 5’ ends shortened by 

1 nt as observed in ΔrecB and ΔrecC (Figure 24A, B). An amplified mixture of extended 

and unextended CRISPR arrays in cells harvested 2 hr after transformation was sequenced 

and the percentage of arrays containing an oligo-derived spacer was calculated. We found 

that elongation or shortening of prespacer 5’ ends did not significantly decrease the 
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frequency of oligo-derived spacers or the accuracy of integration (Figure 24C, D). 

Similarly, changes in oligo lengths had no or a very small effect on their incorporation in 

the array of the double recB recJ mutant (Figure 24E, F). Therefore, the altered structures 

of prespacer ends in ΔrecJ, ΔrecB, and ΔrecC do not explain low spacer acquisition 

efficiencies in these mutants. We also tested the efficiency of acquisition of oligos into the 

CRISPR array of the ΔrecJ ΔxseA strain. No significant changes were observed (Figure 

24G, H). 
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Figure 24. Shortening or extending the prespacer 5’ ends by 1 nt does not affect prespacer acquisition 

efficiency. (A) Prespacer acquisition efficiency assay. Top, electroporation of a synthetic DNA oligo into 

cells containing a CRISPR array and a plasmid that directs expression of cas1 and cas2. Bottom, oligo-

derived spacers integrated into the CRISPR array. (B) Oligonucleotides used in prespacer acquisition 

efficiency assay. The results of oligo electroporation into the wt (C, D), ΔrecB ΔrecJ (E, F), and ΔrecJ ΔxseA 

(G, H) strains are shown. (C, E, G) Zero-centered oligo acquisition efficiencies after removal of batch effects 

by subtracting the mean of the measurements for each batch. The measurements were taken 2 hours after 

electroporation. p-values calculated in one-way ANOVA and Tukey HSD tests are shown. (D, F, H) Percent 
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of properly processed oligo-derived spacers among all oligo-derived spacers. Properly processed oligo-

derived spacers are defined as 33-bp spacers starting with the PAM-derived G/C pair. p-values of one-way 

ANOVA are reported. 

 

To estimate the efficiency of prespacer generation in mutant strains, we calculated 

the amounts of prespacer-like fragments in 1-Mb region surrounding the PPS. Prespacer-

like fragments were defined as 31-40-nt fragments whose ends are located at the following 

distances from protospacer boundaries: -1, 0, 1, 2 for both 5’ ends; -2, -1, 0, 1 for PAM-

distal 3’ ends, and 2, 3, 4, 5, 6 for PAM-derived 3’ ends. We extended the region around 

the PPS compared to the analysis presented above since in recBCD mutants spacers are 

acquired from a wider region compared to the wt. The number of prespacer-like fragments 

around the PPS was normalized to the number of prespacer-like fragments in a 1-Mb 

“control” region distant from the PPS (Figure 25A, C). Since this control region is not 

subject to CRISPR interference, fragments mapping to this region represent a nonspecific 

background.  

When the 1-Mb PPS-containing region was assessed, the ΔrecJ mutation led to a 

~70% decrease in prespacer generation efficiency (Figure 25C). Very few prespacers were 

detected in the ΔrecB ΔrecJ strain (a decrease of ~95% compared to the wt). Prespacer 

generation was also decreased, by ~35%, in ΔrecB and ΔrecC, but not in the ΔrecD strain 

(Figure 25C). The lowered prespacer generation efficiency in the ΔrecD mutant may be 

masked by the widening of the area around the PPS where prespacers are generated. 

Therefore, we also estimated prespacer generation efficiency in a smaller, 0.1-Mb, area 

centered at the PPS (Figure 25D). This analysis revealed a decrease in the amount of 

prespacers formed in the ΔrecD strain, which was less prominent than in the recB and recC 

mutants.  
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Figure 25. Chromosomal distribution of 31-40-nt fragments. (A) Normalized sequence coverage (RPM, in 

10-kb bins) by 31-40-nt fragments. Coordinates on the X-axes represent positions on the chromosome. oriC 

- replication origin; terA, terB, terC, terD - sites of replication termination; “CRISPR” – denotes the CRISPR 

array. Prespacer-like fragments are shown in purple. All other 31-40-nt fragments are shown in black above 

prespacer-like fragments. (B) A close-up of the sequence coverage from A shown for the 1-Mb PPS region 

(coordinates on the X-axes represent distance from the PPS). Chi sites oriented to activate RecBCD moving 
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away from the PPS are shown above each coverage plot as blue or red vertical lines. Grey boxes indicate 

repetitive regions of the genome. Reads matching such repetitive regions were excluded from the analysis, 

resulting in an apparent decrease in fragment coverage. (C) Prespacer generation efficiency in the 1-Mb PPS 

region calculated as the ratio of prespacer-like fragments from the 1-Mb PPS region to prespacer-like 

fragments from the 1-Mb control region. Coordinates of the 1-Mb PPS and control regions are shown in A. 

(D) Prespacer generation efficiency in the 0.1-Mb PPS region calculated as the ratio of prespacer-like 

fragments from the 0.1-Mb PPS region to prespacer-like fragments from the 1-Mb control region. 

Coordinates of the 0.1-Mb PPS region and 1-Mb control region are shown in A. * indicates p<0.05 for a Chi-

square test comparing the amounts of prespacer-like fragments in the control and the PPS region between wt 

and other samples. 

 

Overall, these results suggest a key role of RecJ in prespacer generation and 

demonstrate that RecBCD also participates in the process. Therefore, a decrease in 

prespacer generation efficiency is the likely reason for the low adaptation level in ΔrecD, 

ΔrecB, ΔrecC, ΔrecJ, and ΔrecB ΔrecJ strains.  

Non-prespacer-like fragments could be generated during the FragSeq procedure or 

represent specific DNA fragments that exist in the cell. In Figure 25A-B, prespacer-like 

fragments are indicated with purple color, other fragments are black. While this work is 

dedicated to prespacer-like fragments, it is evident that non-prespacer-like fragments have 

specific patterns of accumulation that are affected by rec mutations.  

4.2.5.RecJ trims single-stranded 5′ ends in the presence of Cas1-Cas2 up to 

protospacer boundaries in vitro 

Our in vivo results suggest that 5′ ends of prespacer precursors formed in self-

targeting cells are trimmed by the RecJ 5′-3′ exonuclease up to the boundaries of mature 

33/37-nt prespacers. To reconstruct this process in vitro, we used a model DNA substrate 

based on a previously characterized dual forked substrate containing a 23-bp central duplex 

flanked by 5-nt 3′ and 5′ noncomplementary overhangs (Nuñez, Harrington, et al., 2015). 

To achieve stronger binding by Cas1-Cas2 and make the substrate more similar to 

prespacers observed in vivo (Musharova et al., 2021; Shiriaeva et al., 2019), we introduced 



97 

  

the 3′-TTC-5′ PAM and two additional nucleotides in the PAM-proximal 3′ overhang. To 

provide the recognition and processing of 5′ overhangs by RecJ (Han, 2006; Lovett & 

Kolodner, 1989), we extended both single-stranded 5′ ends to 19 nt. 

The affinity of the Cas1-Cas2 complex toward the resulting extended DNA 

substrate was estimated using electrophoretic mobility shift assay. The Cas1-Cas2 

concentration needed to bind essentially all the substrate under the conditions of the 

experiment was 1.6 μM [a dissociation constant (Kd) of ~0.5 μM]. Parallel reactions 

containing DNA substrates 3′-terminally labeled at either of the two strands were treated 

with RecJ in the presence or absence of saturating amounts of Cas1-Cas2. In the absence 

of Cas1-Cas2, RecJ processed ~30% of substrate molecules to very short fragments that 

were not resolved on the gel (Figure 26, lanes 3 and 10). Approximately 20 to 50% of 

substrates were digested up to 5 nt within the duplex, reflecting RecJ’s limited digestion 

within dsDNA connected to a single-stranded 5′ end (Han, 2006). In contrast, in the 

presence of Cas1-Cas2, digestion stopped at protospacer boundaries on both sides of the 

DNA substrate, yielding a mature 33/37-nt prespacer and a 33/38-nt version (Figure 26, 

lanes 5 and 12). 

The cleavage specificity of RecJ was compared to that of E. coli ExoVII 

exonuclease. As can be seen from Figure 26 (lane 11), in the absence of Cas1-Cas2, ExoVII 

completely digested the bottom strand of the model substrates to products that were not 

resolved on the gel. Most of the top strand was processed similarly, but some products 

located at the prespacer boundary (33 nt), as well as shorter (29 to 30 nt) digestion 

intermediates, were observed (Figure 26, lane 4). In the presence of Cas1-Cas2, the DNA 

substrate was stabilized against ExoVII digestion, as expected; however, the digestion 

products were 1 to 2 nt longer than those generated by RecJ (Figure 26, lanes 6 and 13).  
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Figure 26. Processing of prespacer 5′ ends by RecJ, ExoVII, and RecBCD nucleases. A double-forked DNA 

substrate composed of a 23-bp central duplex with single-stranded extensions (shown on the right) was 

labeled at one of the 3′ ends with fluorescein (shown by asterisks) and treated with RecJ or ExoVII 

exonucleases in the presence or absence of Cas1-Cas2. 

 

Considering also the results on primed adaptation efficiency in ΔrecJ, ΔxseA, and 

ΔrecJ ΔxseA mutants, and the detection of prespacers with extended 5′ ends in vivo in the 

ΔrecJ mutant, the in vitro data is thus consistent with the idea that ExoVII performs the 

prespacer 5’ end processing in ΔrecJ strain and is responsible for nearly all of the residual 

adaptation in this mutant. The results of the oligo transformation experiments also suggest 

that both RecJ and ExoVII are important for prespacer generation but not for their 

incorporation into CRISPR arrays. 

4.2.6.RecBCD-assisted processing of double-stranded prespacer ends by RecJ in 

vitro 

Our in vivo data indicate that the RecBCD helicase activity promotes adaptation, 

but its nuclease activity may be dispensable since nuclease-deficient RecBC promotes 

prespacer formation. One can envision that when Cas1-Cas2 binds to a prespacer precursor 

that has terminal double-stranded regions, RecBCD unwinds these regions, enabling access 

of RecJ to 5′ ends. To test this idea in vitro, we used a double-forked DNA substrate with 

an extended PAM-proximal 5′ end annealed to a complementary oligonucleotide such that 
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a 15-bp double-stranded segment with a blunt end was formed (Figure 27). In the absence 

of Cas1-Cas2, RecBCD fully degraded this substrate, while RecJ demonstrated very little 

activity (lanes 3 and 5), suggesting that a blunt end is a suitable substrate for the entry of 

RecBCD but not RecJ, as expected (Han, 2006; Taylor & Smith, 1985, 1995a). RecBC had 

little effect on the substrate in the absence of Cas1-Cas2 (lane 4), also as expected, as it is 

a helicase devoid of nuclease activity. We attribute the partial degradation of the substrate 

to low–molecular weight products (Figure 27, lane 4) to the small amount of RecBCD 

contaminating our RecBC preparation, which was obtained during RecBCD purification 

as a side fraction that lost the weakly held RecD subunit. 

When the substrate was bound by Cas1-Cas2, the addition of RecBC had no 

considerable effect, while RecBCD removed 3 to 4 nt from the double-stranded end, 

generating a PAM-proximal 5′ end located 15 to 16 nt upstream of the protospacer 

boundary (Figure 27, lane 7), which is about the distance from the forward end of RecBCD 

to the nuclease active site (Singleton et al., 2004). Thus, RecBCD nuclease is unable to 

generate 5′ ends of mature prespacers. When either RecBCD or RecBC was added to Cas1-

Cas2–bound DNA substrate together with RecJ, the substrate was fully converted to a 33-

nt fragment whose 5′ end was located precisely at the prespacer boundary (Figure 27, lanes 

8 and 9). We conclude that the RecBCD helicase unwinds the dsDNA flanking the 

protospacer bound to Cas1-Cas2, cuts it 15 to 16 nt from the PAM, but allows further 

digestion by RecJ to produce a correct prespacer. 

 



100 

  

 

Figure 27. Processing of prespacer 5′ ends by RecJ and RecBCD nucleases. A modified double-forked DNA 

substrate (shown on the right) was labeled with fluorescein and used to study RecBC- and RecBCD-assisted 

processing of double-stranded terminal regions by RecJ. Reaction products were resolved by denaturing 

PAGE. Fluorescein-labeled 33- and 37-nt oligonucleotides (highlighted, respectively, in gray and pink in 

schemes on the right) were used to map PAM-proximal and PAM-distal boundaries of the DNA substrate 

protection by Cas1-Cas2. Only the fluorescein-labeled 33-nt oligonucleotide was used as a marker. Arrows 

show the positions of cleavage sites observed in the presence of different proteins. 

 

Since the RecBCD helicase activity is required for prespacer generation, in the 

absence of RecBCD, other helicase(s) could be involved. One such helicase is RecQ of the 

RecFOR pathway of homologous recombination, which also includes RecJ (Umezu et al., 

1990). We generated self-targeting ΔrecQ and ΔrecB ΔrecQ mutants and assessed their 

primed adaptation efficiency. While the recQ mutant was not statistically different from 

wt, the double mutant was strongly affected (a sevenfold defect compared to the recB single 

mutant; Figure 28), indicating that RecQ can contribute to primed adaptation, at least when 

RecBCD is not active. 
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Figure 28. Efficiency of primed adaptation in the wt, ΔrecB, ΔrecQ, and ΔrecB ΔrecQ strains. On the left 

panel, amplification products of unexpanded CRISPR arrays (“initial”) and CRISPR arrays with one (“+1 

sp”) or two (“+2 sp”) additional spacer-repeat units resolved by electrophoresis in agarose gel are shown. A 

molecular-weight size marker is shown on the left. Results of 6 independent biological replicates are 

presented. On the right panel, primed adaptation efficiency is calculated as the ratio of newly acquired spacers 

to the total number of CRISPR arrays determined by high-throughput sequencing of CRISPR array 

amplicons. Asterisks indicate statistically significant differences between a mutant and the wt (p<0.05) in 

pairwise Welch’s t-test. Points represent individual values obtained in 6 biological replicates. For each strain, 

the mean and standard error of the mean are shown in the table under the bar graph.   
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4.3. Detection of the half-integrated prespacers in vivo during primed CRISPR 

adaptation 

The integration of a new spacer into CRISPR array proceeds in several steps. First, 

3’-OH of the prespacer attacks the phosphodiester bond between the leader and the first 

repeat in CRISPR array, leading to the formation of the half-site intermediate. Then, the 

second 3’-OH attacks another strand, at the first repeat-spacer junction (Nuñez et al., 2016). 

The product of these reactions is a new dsDNA spacer flanked by the two ssDNA repeats, 

which are then amplified and ligated.  

A new method developed in our lab (Vyhovskyi et al., not published) allows to 

detect the half-integrated intermediates of CRISPR adaptation (Figure 29). A double-strand 

adapter with a 5’ overhang is ligated to the DNA isolated from cells with induced CRISPR 

adaptation. The adapter is ligated to all free 5’ ends in DNA, including half-integrated 

prespacers (HIPs). In order to amplify HIPs specifically, PCR reaction is done with a pair 

of primers, one of which anneals to the adapter and another one anneals to the CRISPR 

array. Depending on the location of the primer on the CRISPR array, it is possible to 

amplify HIPs from the top or the bottom strand. The second adapter is introduced during 

another PCR, followed by the library indexing and sequencing on the Illumina platform.  
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Figure 29. Detection of half-site intermediates in vivo (Vyhovskyi et al., not published). The figure was 

provided by Dr. Anna Shiriaeva.  

 

We used the method of HIPs detection to compare the length and distribution of 

HIPs in induced self-targeting KD403 and derived mutant strains. The author prepared 

samples for HIP detection. Sequencing data analysis and pictures were obtained by Dr. A. 

Shiriaeva.  

The identified HIPs were mapped on KD403 genome (Figure 30). For most mutant 

strains, the distribution looks similar to wt, except for the recJ xseA mutant, for which the 

pattern is much more flattened and does not have a pronounced peak at PPS. Consistently, 

CRISPR adaptation efficiency in the recJ xseA mutant was strongly reduced (Figure 22). 

We also identified HIPs for recB recJ mutant, though we could not detect prespacers in 

this strain (Figure 25). Thus, HIP detection is a more sensitive method than FragSeq and 

should be used when adaptation efficiency is low. 
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Figure 30. Chromosomal distribution of half-integrated prespacers. The mean is shown (where number of 

replicates >1). 
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Next, we assessed the length distribution of identified HIPs (Figure 31). In line with 

the results on prespacer length distribution (Figure 20), both top and bottom HIPs are 

generally 1 nt shorter for recB, recB recQ, and recC mutant strains, while for recJ mutant 

most HIPs are 1 nt longer. For recB recJ strain, most HIPs are 1 nt longer than in wt, while 

the amount of shorter HIPs is also high, which points to the additive effect of recB and recJ 

mutations. One could suggest that there are other proteins compensating for the helicase 

RecBCD activity in recB mutant, or that a part of prespacer precursors formed during 

primed CRISPR adaptation have single-strand 5’ ends which are processed by RecJ or 

ExoVII without participation of RecBCD. Interestingly, there is no significant effect of 

double recB recQ mutation on HIPs length and distribution compared to recB (Figure 31), 

though it substantially reduced CRISPR adaptation efficiency (Figure 28).  

For the recJ xseA mutant, the HIP length distribution resembles a non-specific 

background, consistent with the abolished CRISPR adaptation in this strain. 
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Figure 31. Length distribution of HIPs mapped to the 50-kb PPS region. The mean is shown (where number 

of replicates >1).  
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Thus, using the new method, we were able to detect the half-site intermediates of 

primed CRISPR adaptation in self-targeting strain and its mutant derivatives. Overall, the 

obtained results are consistent with the data on prespacer analysis. They additionally prove 

that ExoVII encoded by xseA likely replaces the RecJ function in its absence, and double 

recJ xseA mutation abolishes the formation of adaptation intermediates. In contrast, double 

recB recJ mutation, which also dramatically reduces CRISPR adaptation, allows the 

formation of CRISPR adaptation intermediates of the required length, suggesting the 

additive roles of RecB and RecJ in prespacer formation. Additionally, the results propose 

that RecQ has no significant or direct role in primed CRISPR adaptation.  
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4.4. Bacteriostatic antibiotics promote CRISPR-Cas adaptive immunity by 

enabling increased spacer acquisition 

The results presented in this section were obtained in parallel with the work on the 

main project. While they are not directly related to the main project objectives, they provide 

important insight into CRISPR-Cas immunity and are therefore included in the thesis. A 

part of these data was published in the following article: 

Dimitriu, T., Kurilovich, E., Lapinska, U., Severinov, K., Pagliara, S., Szczelkun, M., 

Westra, E. (2021) Bacteriostatic antibiotics promote CRISPR-Cas adaptive immunity by 

enabling increased spacer acquisition. Cell Host Microbe, 30(1), 31-40.e5. 

 

The author of this Thesis participated in evolution experiments in LB medium and 

measured MIC and MBC for antibiotics (Figure 32A). The author also performed evolution 

experiments in M9 medium and analyzed the results (Figure 39, Figure 40). The rest of the 

data described in this section were obtained by Dr. T. Dimitriu.  

 

4.4.1.Bacteriostatic antibiotics promote CRISPR-Cas immunity 

To understand the implications of antibiotic treatment on the evolution of CRISPR-

Cas immunity in P. aeruginosa, we studied how they influence the evolutionary dynamics 

of P. aeruginosa PA14 in response to phage DMS3vir. We infected PA14 cultures grown 

in a rich medium supplemented with sub-inhibitory concentrations of 8 different antibiotics 

with phage DMS3vir. Of these antibiotics, four are bactericidal (ciprofloxacin [Cip], 

streptomycin [Strep], gentamycin [Gen] and carbenicillin [Carb]) and four are 

bacteriostatic (chloramphenicol [Chl], tetracycline [Tc], erythromycin [Erm], and 

trimethoprim [Tm]) against P. aeruginosa.  

Of the bacteriostatic antibiotics, Chl and Tc had the strongest effect on bacterial 

exponential growth rate at the concentrations used, whereas Erm had little effect on 

exponential growth but instead slowed growth at a later stage when bacteria reached high 

densities (Figure 32).  
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Figure 32. The effects of different antibiotics on P. aeruginosa PA14 growth. (A) Determination of 

bactericidal or bacteriostatic effects of antibiotics. MBC (minimum bactericidal concentration) vs MIC 

(minimum inhibitory concentration) concentration ratio is shown for each antibiotic. Bacteriostatic 

antibiotics have on average MBC/MIC ≥ 2, whereas bactericidal antibiotics have MBC/MIC ~1. (B) OD600 

growth curves for all tested antibiotics (no antibiotic treatment in black, antibiotic treatment in red), at the 

antibiotic concentrations used for the evolution experiment. The shape of curves with Cip treatment was due 

to the formation of cell aggregates. (C) Antibiotic effect on the exponential growth rate, measured from 

OD600 growth curves. For each antibiotic, the relative exponential growth rate was calculated as the ratio of 

the exponential growth rate with antibiotic to the average exponential growth rate of no antibiotic control 

during the same experiment. (D) Antibiotic effect on cell doubling time, measured in microfluidic channels. 

In A, C, and D, the center value of the boxplots shows the median, boxes show the first and third quartile, 

and whiskers represent 1.5 times the interquartile range; individual data points are shown as dots.  

 

Most antibiotics delayed phage epidemics and subsequently the acquisition of 

phage resistance (Figure 33A, B). Nonetheless, at 3 days post-infection (d.p.i.) phage 

resistance was essentially fixed in all cultures (Figure 33C).  
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Figure 33. (A) Phage population dynamics. Densities of phages are shown as a function of time of each 

antibiotic treatment. (B) The proportion of clones resistant to DMS3vir at 1 d.p.i. as a function of phage 

density measured at 1 d.p.i. The proportion of resistant clones present after 1 day of infection is higher in 

populations in which phage spread rapidly during the first 24h. In A and B, individual replicates are shown 

(n=6 per treatment). (C) The proportion of clones resistant to DMS3vir per treatment over time. 

 

Strikingly, the type of phage resistance that had evolved was strongly dependent on 

the presence and the type of antibiotic. In the absence of antibiotics, or in the presence of 

bactericidal antibiotics, only a minority of bacteria evolved CRISPR-Cas immunity, 

whereas a large proportion of the bacterial population evolved CRISPR-Cas immunity in 

the presence of bacteriostatic antibiotics (Figure 34A). These data, and the fact that Chl, 
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Tc, Erm, and Tm have different modes of action, suggest that bacteriostatic antibiotics 

promote the evolution of CRISPR-Cas immunity because they limit bacterial growth rates.  

 

 

Figure 34. (A) Effect of each tested antibiotic on the proportion of phage sensitive clones (gray), and clones 

resistant to phage due to acquisition of CRISPR-Cas (blue) or SM (surface modification) (yellow) resistance 

at 3 d.p.i., calculated as the change in the proportion of each type of clone upon antibiotic treatment relative 

to the average proportion of the same type in no-antibiotic control. Bars and error bars show mean ± SEM, 

and individual biological replicates are plotted as dots (n = 6). Asterisks indicate treatments where the 

proportion of CRISPR-Cas resistant clones is significantly different from the associated control (∗ 0.01 < p 

< 0.05; ∗∗∗ p < 0.001). Antibiotics are ordered from left to right by decreasing MBC/MIC ratio, a measure 

of their bacteriostatic versus bactericidal activity. (B) Antibiotic effect at 3 d.p.i. evolved CRISPR-Cas 

resistance (CR), shown as a function of antibiotic effect on exponential growth rate (measured by OD600 

change in 96-well plates, left) and as a function of antibiotic effect on doubling time measured in 

microfluidics (right). Dots and error bars show mean ± SEM, respectively.  
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To better understand the relationship between bacterial growth and evolution of 

CRISPR-Cas immunity, we first measured bacterial growth rates in the presence of each 

antibiotic at concentrations used in our evolution experiments. Analysis of exponential 

growth rates in batch culture (based on the optical density, OD600, of the cultures) and 

doubling times of individual cells in a microfluidics device showed that Chl and Tc cause 

particularly slow growth, and this is associated with the increased proportion of CRISPR-

Cas immune bacteria in the population (Figure 34B). More generally, this analysis revealed 

a correlation between exponential growth rate and the evolution of CRISPR-Cas immunity, 

except for Erm. Erm is known, similarly to other macrolides, to mostly affect bacterial 

growth and gene expression at high cell densities, instead of early exponential phase 

(Tateda et al., 2007) (consistent with our OD600 growth curves, in which growth is affected 

mostly after 10 h, and not measurable with our microfluidics setup). In our evolution 

experiments, phages undergo epidemic spread during the first 24 h, and the majority of 

phage infections occur after 12 h (Figure 35). Thus, in the presence of all bacteriostatic 

antibiotics, most phage infection events will happen in cells experiencing reduced growth 

rates. 

Figure 35. Population dynamics in the first 24h in the absence of antibiotics. Cell density (left) and phage 

density (right) are shown as a function of time (n=4). 

4.4.2.Bacteriostatic antibiotics promote spacer acquisition 

The effect of bacteriostatic antibiotics on phage resistance could be potentially 

explained by a change in mutation rates toward SM (surface modification) or toward 

CRISPR-Cas immunity (by insertion of phage-derived spacers into the host CRISPR loci), 
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or the fitness cost of these alternative phage resistance mechanisms. To measure the effects 

of antibiotics on the frequency of CRISPR adaptation events, we performed short-term (3 

h) infection assays and measured the proportion of bacteria that had acquired CRISPR-Cas 

immunity in the presence or absence of each antibiotic. The time was chosen to limit the 

possible effects of natural selection on the frequencies of CRISPR-Cas immune bacteria in 

the population. Short-term infection experiments revealed that in the presence of all 

bacteriostatic antibiotics, more cells acquired CRISPR-Cas immunity, whereas bactericidal 

antibiotics had no effect (Figure 36A). Across antibiotics, the frequency of CRISPR 

adaptation in these short-term experiments was significantly correlated to the levels of 

CRISPR-Cas immunity that evolved at 3 d.p.i. (Figure 36B, Pearson’s correlation t1,6 = 3.9, 

p = 0.008, ρ = 0.85).  

 

 

Figure 36. (A) The proportion of resistant clones that are CRISPR-Cas immune after 3 h phage infection. 

The center value of the boxplots, boxes, and whiskers represent the median, respectively, first and third 

quartile, and 1.5 times the interquartile range; dots show individual data points (n= 6). Asterisks show 

treatments significantly different from the no-antibiotic control (Tukey HSD; ∗∗0.001 < p < 0.01; ∗∗∗p < 

0.001). (B) Average change in proportion per treatment plotted against the average increase in the proportion 

of CRISPR-Cas immune clones in the evolution experiments, error bars showing SEM (N = 6).  

 

In contrast, none of the antibiotics except Cip affected the rates at which bacteria 

with SM are generated (Figure 37A). Thus, bacteriostatic antibiotics have no effect on SM 

resistance acquisition.  
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We next tested whether antibiotics impact the way selection acts on clones with 

CRISPR-Cas immunity and SM mutants. Competition experiments between a clone with 

CRISPR-Cas immunity (BIM2) and an SM-resistant clone (3A) showed that the presence 

of bacteriostatic antibiotics had either no impact or reduced the fitness of CRISPR-Cas 

immune bacteria relative to receptor mutants (Figure 37B). As some treatments led to an 

absolute decline in the abundance of the CRISPR-Cas resistant clone, we used selection 

rate rather than relative fitness as a measure of antibiotic effects on fitness (Lenski et al., 

1991).  

 

 

Figure 37. (A) The proportion of SM clones in populations grown in the absence of phage. The center value 

of the boxplots shows the median, boxes the first and third quartile, whiskers represent 1.5 times the 

interquartile range and dots are outliers (n=18 from 3 independent experiments). Asterisks show treatments 

significantly different from the no-antibiotic controls (***, p<0.001). (B) Resistant clones’ fitness effects. 

The selection rate of the CRISPR-Cas resistant clone BIM2 against the surface mutant 3A is plotted as a 

function of antibiotic treatment, in the absence (gray) or presence (red) of phage DMS3vir. The center value 

of the boxplots shows the median, boxes the first and third quartile, and whiskers represent 1.5 times the 

interquartile range; individual data points are shown as dots (n=6).  

 

These results show that bacteriostatic antibiotics likely increase phage resistance 

due to CRISPR-Cas immunity by an increase in the frequency of CRISPR adaptation.  
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4.4.3.Bacteriostatic antibiotics slow down progeny phage production 

Bacteriostatic and bactericidal antibiotics impact cell metabolism differently and 

lead, respectively, to decreased and increased cell metabolic rates (Lobritz et al., 2015). 

Because phage production is dependent on the metabolism and protein synthesis machinery 

of the host (Hadas et al., 1997; L. You et al., 2002), we hypothesized that bacteriostatic 

antibiotics may slow down phage development, providing a larger window of time for the 

CRISPR-Cas immune system to acquire spacers from the phage prior to irreversible cell 

damage or cell death. To test this hypothesis, we performed one-step phage growth assays 

to detect when mature intracellular phages are produced. First, we inoculated phages to cell 

cultures grown in each antibiotic treatment for 12 h (the time at which the majority of 

infections take place in our evolution experiments). We found that all bacteriostatic 

antibiotics caused a strong reduction in phage production compared with cells cultured in 

the absence of antibiotics (Figure 38A). Under those conditions, we were unable to analyze 

the effect of bactericidal antibiotics on phage production, due to high rates of cell death in 

these treatments. To directly compare the effects of bacteriostatic and bactericidal 

antibiotics on phage progeny formation, we repeated these assays using a shorter period of 

antibiotics exposure (30 min, at which point bactericidal antibiotics do not affect viable 

cell density). Interestingly, we found that Erm had no effect on phage production (Figure 

38B), consistent with its minor effect on the exponential growth rate of the bacteria. All 

other bacteriostatic antibiotics (Chl, Tc, and Tm) delayed or decreased the formation of 

infectious progeny phages (Figure 38B). Bactericidal antibiotics had more variable effects: 

Cip and Carb showed no interference with the production of infectious phages, in 

agreement with their mechanism of action and known synergy with phage therapy 

(Comeau et al., 2007), whereas the presence of Strep or Gen (both aminoglycosides) 

resulted in very little phage production (Figure 38B). 

Finally, to understand whether some of these antibiotics might inhibit phage 

production altogether, we carried out highly replicated experiments (96 bacterial cultures 

per treatment) of bacterial populations, each infected with a very small initial dose of phage 

(around 5 phage particles per infection experiment). After 24 h of infection, we measured 
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how the proportion of successful phage amplification depends on the antibiotics present, 

hence providing an estimate of their impact on the probability of successful phage infection 

(Figure 38C). In the absence of antibiotics or in the presence of Tm, Chl, Cip, and Carb, 

all infected populations ultimately produced new phages. However, phage amplification 

was abolished in almost all infection experiments in the presence of Gen, and in the 

majority of infection experiments in the presence of Strep. Thus, Strep and Gen totally 

inhibit phage production (Figure 38C) (Kever et al., 2022). Interestingly, we also observed 

a small but significant increase in failed infections in the presence of Erm and Tc. While 

this may contribute to the evolution of CRISPR-Cas immunity (Hynes et al., 2014), it is 

insufficient to explain the effects of bacteriostatic antibiotics in general, since these had 

only small (Erm and Tc) or no (Tm, Chl) effect on the proportion of unproductive infections 

(Figure 38C). With most infections being ultimately productive, the delayed production of 

infectious phage particles observed for all static antibiotics (Figure 38A) is thus due to a 

delay in the phage eclipse period.  
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Figure 38. (A and B) Effect of antibiotics on phage production dynamics. Phage density over time during 

infection of cells that were pre-exposed to antibiotics for 12 h (A) or 30 min (B) is shown in red and no-

antibiotic controls in black. The y-axis is cropped to focus on antibiotic treatment dynamics. Lines and shaded 

areas are, respectively, mean and SEM (n= 4). (C) Effect of antibiotics on the frequency of failed phage 

infections. 96 parallel populations were infected with a low number of phages per population (∼5) and grown 

for 24 h. Bar plots show the percentage of populations with failed infection (no phages detected after 24 h) 

or successful infection (infectious phages present after 24 h). Asterisks indicate antibiotics with a significant 

increase in the number of populations with no phages (chi-square tests, ∗∗∗p < 0.001).  

 

Collectively, these data show that bacteriostatic antibiotics cause phage to replicate 

more slowly and increase the frequency at which initially sensitive cells acquire CRISPR-
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Cas immunity. We propose that there is a causal relationship between these two 

phenomena. 

4.4.4.Bactericidal antibiotics inhibit CRISPR-Cas immunity in M9 medium 

In contrast to bacteriostatic antibiotics, which inhibit cell growth, bactericidal ones 

accelerate cell metabolism (Dwyer et al., 2007; Kohanski et al., 2007, 2008; Lobritz et al., 

2015) and eventually lead to cell death. While bacteriostatic antibiotics promoted CRISPR-

Cas immunity in rich LB medium, bactericidal antibiotics Gen and Carb demonstrated the 

opposite effects (Figure 34A). Still, in the absence of antibiotics the vast majority of cells 

acquired receptor mutations during infection in LB, so the effects of bactericidal antibiotics 

were not prominent in LB. We conducted similar evolution experiments with the same set 

of antibiotics in a minimal M9 medium and calculated the proportions of SM and CRISPR-

Cas resistant clones after 5 d.p.i. (Figure 39).  

 

 

Figure 39. Proportion of phage-sensitive, CRISPR-Cas and SM phage-resistant clones at 5 d.p.i. in M9 

medium. Bars and error bars show mean ± SEM, individual biological replicates are plotted as dots (n = 6). 

 

Consistently with previous results, the majority of cells acquired CRISPR-Cas 

resistance in M9 medium without antibiotics (Westra et al., 2015) or with added Cipr, Cm, 
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Tc, and Trim. On the contrary, in the presence of bactericidal Carb, Gm and St a small 

number of clones acquired CRISPR-Cas immunity, while a large proportion of bacteria 

acquired receptor mutations (Figure 39). Interestingly, many clones remained phage 

sensitive in the presence of Gm and St, and almost all clones appeared to be sensitive at 5 

d.p.i. in samples with added Tc. Further experiments are required to investigate the 

phenomena. 

To check if antibiotics could influence the relative fitness cost of CRISPR-Cas vs. 

SM immunity in M9, competition experiments with CRISPR-Cas resistant and resistant 

SM clones were conducted in this medium with added antibiotics. Similar to the results 

obtained in LB (Figure 37B), most antibiotics did not influence the fitness of CRISPR-Cas 

resistant clones, while there was a pronounced effect for Gm (Figure 40). 

 

 

Figure 40. Resistant clone fitness effects. The selection rate of the CRISPR-Cas resistant clone BIM2 against 

the surface mutant 3A in M9 is plotted as a function of antibiotic treatment, in the absence (gray) or presence 

(red) of phage DMS3vir. The center value of the boxplots shows the median, boxes show the first and third 

quartile, and whiskers represent 1.5 times the interquartile range; individual data points are shown as dots 

(n=6). 

 

While the observed fitness drop could influence the resistance type shift in the case 

of Gm treatment, it is insufficient to explain the effects of other bactericidal antibiotics. 
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One-step phage growth assays in LB demonstrated that St and Gm abolish phage 

production, while Cip and Carb do not affect phage production. Thus, possible influence 

of bactericidal antibiotics on phage production is unlikely to explain the change of the 

preferred resistance type. 
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 Discussion 

 

5.1. The role of genome maintenance proteins in primed CRISPR adaptation by 

the Type I-E CRISPR-Cas system 

Naïve and primed CRISPR adaptation should involve the generation of prespacers 

and their incorporation into the CRISPR array. In naïve CRISPR adaptation, the efficiency 

of spacer acquisition varies for different genomic regions and is stimulated by the breaks 

in genomic DNA (Levy et al., 2015). No preferences in the selection of new spacers with 

specific orientation of the PAM sequence have been reported so far during naïve CRISPR 

adaptation. The stark difference of primed adaptation is that newly acquired spacers mostly 

target protospacers located upstream of the PPS and flanked by the PAM sequence in the 

same orientation as for the PPS (AAG sequence in the NT-strand; CTT sequence in the T-

strand) (Datsenko et al., 2012; Savitskaya et al., 2013; Swarts et al., 2012). While prespacer 

integration performed solely by the Cas1-Cas2 complex should be similar for both naïve 

and primed adaptation, the mechanism responsible for prespacer generation must be the 

source of the differences observed. 

The RecBCD complex affects naïve CRISPR adaptation, which proceeds in the 

absence of Cascade and Cas3, presumably by providing substrates for spacer acquisition 

(Levy et al., 2015). The helicase but not the nuclease activity of RecBCD is required for 

naïve adaptation and it was suggested that Cas1-Cas2 is targeted to DNA end structures 

(Radovčić et al., 2018). For primed adaptation, it was proposed that during CRISPR 

interference Cas3 cleaves target DNA into fragments used by Cas1-Cas2 as spacer 

precursors (Swarts et al., 2012). If that were the case, generation of Cas3-dependent 

fragments associated with either AAG or CTT sequence depending on a strand would be 

expected. In vitro, Cas3 cleaves a PPS-containing plasmid bound by a Cascade-crRNA 

complex into double-stranded fragments that can be bound by Cas1-Cas2, processed and 

integrated into CRISPR array (Künne et al., 2016). The Cas3-generated fragments are 

enriched with T in their 3’ ends that might contribute to a higher number of fragments 
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containing the 3’-end CTT sequence (Künne et al., 2016). However, the in vitro system 

does not recuperate the orientation bias of PAM sequences observed in vivo (Datsenko et 

al., 2012; Savitskaya et al., 2013; Swarts et al., 2012), since the enrichment with T in the 

3’ ends was detected for both strands. Moreover, recently it was demonstrated that in vivo 

prespacer ends are enriched with CTTNN rather than CTT sequences (Shiriaeva et al., 

2019). This discrepancy indicates that the mechanism of primed adaptation in vivo might 

be much more complex than the simple cleavage of both strands by Cas3 followed by the 

binding of these fragments by Cas1-Cas2. 

Due to the degradation of the target DNA, host DNA repair and recombination 

proteins can be recruited to the ends of the broken DNA in the PPS-region and these 

proteins might affect CRISPR interference and primed adaptation. RecG and PriA proteins 

were shown to be important in a model system targeting a phage genome (Ivančić-Baće et 

al., 2015). In this work, we addressed the effect of genome maintenance proteins on primed 

adaptation that occurs when the CRISPR-Cas system targets the host chromosome, a 

situation that has been observed in natural settings (Shmakov et al., 2017). A critical 

advantage of the self-targeting model system is that it allows one to avoid complications 

of popular systems that follow spacer acquisition from plasmids, as plasmids become 

unstable in Rec mutants, which severely affects the yields of acquired spacers (Biek & 

Cohen, 1986; A. Cohen & Clark, 1986; Silberstein & Cohen, 1987). We show that single 

deletions of recB, recC, recD, recJ or simultaneous deletions of recB and recJ, recB and 

sbcD, recB and recQ, xseA and recJ significantly and to varying degrees diminish primed 

adaptation. Moreover, the pattern of acquired spacers was affected in the absence of 

RecBCD and SbcCD. Thus, at least in conditions of self-targeting, primed adaptation is 

not an autonomous process and depends on the non-CRISPR machinery of the cell. 

Both direct and indirect mechanisms of DNA maintenance machinery involvement 

in CRISPR adaptation may be at play. None of the proteins studied here affect strand 

specificity or high preference for AAG PAM of spacers originating from the NT-strand 

upstream of the PPS and on the T-strand downstream of it. This suggests that Cas3 

recruited to PPS by the bound Cascade along with the Cas1-Cas2 adaptation complex are 
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the main players, which determine characteristic features of primed spacer acquisition 

(Dillard et al., 2018; Künne et al., 2016). Single-molecule experiments with the purified 

Cas proteins from Thermobifida fusca demonstrated that Cas1, Cas2, Cas3, and Cascade 

form a primed acquisition complex (PAC) that translocates along the DNA (Dillard et al., 

2018). The assembly of PAC was also shown in vivo using a bimolecular fluorescence 

complementation assay (Dillard et al., 2018). The structure of this complex is not known, 

but it is tempting to assume that the arrangement of the PAC components enables 

recognition of the AAG PAM in only one strand. 

Analysis of acquired spacers patterns in single mutants shows that the genomic 

region around the PPS, from which spacers originate, is expanded in the ΔsbcD, ΔrecB, 

ΔrecC, and ΔrecD mutants. Consistently, we show that prespacers are also generated at 

greater distances from the PPS in ΔrecB, ΔrecC, and ΔrecD cells. RecBCD displaces 

roadblock proteins immediately after encountering them or after pushing them for up to 

~20 kb (Eggleston et al., 1995; Finkelstein et al., 2010). The interaction of RecBCD with 

moving Cas3 or PAC has not been studied to date. The reported velocity of Cas3 and PAC 

is ~80-90 bp/s (Dillard et al., 2018), while the reported RecBCD velocity ranges from 300 

bp/s to 1400 bp/s (Finkelstein et al., 2010; Taylor & Smith, 1980, 2003; Terakawa et al., 

2017). We hypothesize that RecBCD can catch up with PAC moving away from the PPS 

and displace it (Figure 41). Such a mechanism would explain the observed wider area from 

which prespacers and spacers are selected in the absence of RecBCD. Our data suggest that 

RecBC is unable to displace PAC, although this requires further investigation. SbcCD is 

less studied, but its ability to remove proteins from DNA was reported (J. C. Connelly et 

al., 2003). 
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Figure 41. The proposed mechanism of RecBCD interacting with PAC. RecBCD displaces PAC which is 

moving away from the PPS while searching for protospacers. Thus, the presence of RecBCD limits the area 

from which protospacers can be selected. 

 

Once the Cas1-Cas2 complex binds the prespacer precursor, further processing of 

protruding DNA ends may be required to form a 33-bp prespacer with a 3’-end overhang 

on a PAM-derived end (Shiriaeva et al., 2019). It was reported that 3’ ends of prespacers 

are cleaved by Cas1 (J. Wang et al., 2015) or by DnaQ-like domain of Cas2 in the type I-

E system of Streptococcus thermophilus (Finkelstein et al., 2010). How 5’ ends of 

prespacers are trimmed was never addressed. The analysis of prespacers in Rec mutants 

showed that RecBCD participates in the generation of prespacer 5’ ends, though it cannot 

produce prespacers alone. In vitro, the RecBCD nuclease was unable to process the ends 

of the tested prespacer precursors to the length of mature prespacers. Consistently, no 

changes in the structure of prespacer ends were detected in the nuclease-deficient ΔrecD 

mutant. However, when recB or recC was deleted, prespacers with 1-nt shorter 5’ ends 

were formed. This suggests the direct involvement of the RecBCD helicase activity in 

prespacer generation. Spacer acquisition was decreased by ~36% in ΔrecD cells and by 
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70% in ΔrecB or ΔrecC mutants. Prespacer generation in the 1-Mb PPS region was 

decreased by ~35% in ΔrecB or ΔrecC but was not significantly affected in ΔrecD cells. 

When a narrower 0.1-Mb region was assessed, prespacer generation was decreased by 83% 

in ΔrecB, 68% in ΔrecC, and 49% in ΔrecD cells. 

Our results demonstrate that RecJ is a major contributor to 5’ end trimming. 

Deletion of recJ decreases spacer acquisition and prespacer generation by ~90% and 70%, 

respectively. Prespacers formed in the absence of RecJ have one additional nucleotide on 

their 5’ ends, suggesting a direct involvement of RecJ in 5’-end processing. The analysis 

of HIPs also showed the predominance of 1-nt longer adaptation intermediates in the recJ 

mutant. This conclusion is further supported by in vitro results, demonstrating that RecJ 

trims long single-stranded 5’ ends of dual-forked DNA substrates up to the protospacer 

sequence protected by Cas1-Cas2. Interestingly, the absence of RecJ also affects the 

precision of spacer incorporation, increasing the number of incorrectly incorporated 

spacers by 30%. In addition, more spacers with internal AAG trinucleotides are acquired 

in ΔrecJ mutant, compared to the wt.  

Our results suggest that ExoVII (the product of xseAB) partially substitutes for RecJ 

activity during prespacer 5’ end trimming. First, ExoVII produces slightly longer ends than 

RecJ in biochemical experiments, similar to those observed in vivo in ΔrecJ cells. Second, 

while primed adaptation efficiency is not affected by the xseA deletion, a ~700-fold 

decrease in adaptation efficiency is detected in ΔrecJ ΔxseA cells, suggesting that ExoVII 

is mainly responsible for the residual level of adaptation in ΔrecJ cells. Additionally, we 

observed a largely altered HIPs distribution and length in ΔrecJ ΔxseA strain. These results 

are consistent with functional redundancy between ExoVII and RecJ reported in earlier 

studies of methyl-directed mismatch repair (Cooper et al., 1993; M. Viswanathan et al., 

2001) and repair of UV-induced damages (M. Viswanathan & Lovett, 1998). Furthermore, 

ExoVII partially compensates for RecJ activity during recombination and repair of gamma 

radiation-induced DNA damage in ΔrecD cells (Dermić et al., 2006). 

We suggest that RecBCD unwinds double-stranded regions in prespacer precursors 

and thus provides access to 5’ ends for single-strand specific RecJ (Figure 42). Indeed, 
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when a Cas1-Cas2-bound prespacer precursor with a terminal double-stranded extension 

was treated with a combination of RecBCD and RecJ, or RecBC and RecJ, proper 5’ ends 

were generated.  

 

 

Figure 42. The proposed model of prespacer precursor trimming. RecBCD (or RecBC) unwinds double-

stranded regions of prespacer precursors bound by Cas1-Cas2, ensuring processing of ends by single-strand 

specific exonucleases. RecJ trims the 5’ ends of the prespacer precursor. ExoVII partially compensate when 

RecJ is absent. 

 

A slight decrease in prespacer generation and spacer acquisition efficiency in the 

ΔrecD mutant is likely caused by the fact that the RecBC helicase is slower than RecBCD 

(Korangy & Julin, 1994; Taylor & Smith, 2003). Since ΔrecBC mutants are not fully 

compromised in spacer acquisition, we suggest that the RecBCD helicase activity can be 

partially substituted by helicases that remain to be identified. One such helicase could be 

RecQ, since a double ΔrecB ΔrecQ mutant is more strongly affected in spacer acquisition, 

than the corresponding single mutants (Figure 28). However, we did not see any effect on 
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HIPs distribution and length in ΔrecB ΔrecQ strain, compared to ΔrecB (Figure 30, Figure 

31). The reason(s) for the extra shortening of prespacers in the absence of RecB or RecC 

remain unknown. One possible explanation is that the helicase that unwinds prespacer ends 

in the absence of RecBCD partially displaces the Cas1-Cas2 complex allowing the removal 

of additional nucleotides by RecJ/ExoVII. 

In Figure 43, we present a model of prespacer generation during primed adaptation 

that is consistent with available published data and results obtained in our work. A primed 

acquisition complex (PAC) composed of Cas1-Cas2, Cas3, and Cascade is assembled on 

the PPS (Dillard et al., 2018).  The complex moves along DNA due to the Cas3 translocase 

activity that provides Cas1-Cas2 with single-stranded substrates for binding. When Cas1-

Cas2 recognizes a 3’-TTC-5’ sequence, it binds to the adjacent protospacer sequence, 

captures its complementary strand generated by the Cas3 translocase/nuclease, and forms 

duplex DNA. Since during primed adaptation, prespacers are selected in a specific 

orientation relative to the PPS (so that the 3’-TTC-5’ motif is in the T-strand upstream of 

the PPS and in the NT-strand downstream of the PPS), we speculate that the Cas1-Cas2 

positioning within PAC allows sampling of 3’-TTC-5’ in one strand only. Primed 

adaptation is accompanied by DNA cleavage by Cas3 and, possibly, other cellular 

nucleases, generating prespacer precursors of various lengths and structures. Cas1-Cas2 

bound to the selected protospacer sets the boundaries of a future prespacer by protecting it 

from degradation. The 5’ ends of double-stranded sequences flanking the protospacer are 

processed by RecJ and RecBCD (or other helicases). ExoVII can perform the 5’-end 

trimming and partially compensate when RecJ is absent. A set of enzymes generating 

prespacer 3' ends in vivo is yet to be determined. According to our recent data, Cas3 

remains associated with Cas1-Cas2 at least until the mature 33/37-nt prespacer is formed.  



128 

  

 

Figure 43. A model of primed adaptation in the type I-E CRISPR-Cas system. 
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5.2. Bacteriostatic antibiotics promote CRISPR adaptation during phage 

infection in P. aeruginosa 

Previous studies have identified several environmental variables that shape the 

evolution of CRISPR-Cas immunity by affecting the fitness of CRISPR-Cas immune P. 

aeruginosa clones relative to those with mutated phage receptors (Alseth et al., 2019; van 

Houte et al., 2016; Westra et al., 2015). Here, we identify clinically relevant environmental 

factors, which increase the frequency at which sensitive P. aeruginosa clones acquire 

CRISPR-Cas immunity during phage infection. Cells that just acquired spacers might still 

be irrevocably damaged before clearing the infection (Horvath & Barrangou, 2010; S. A. 

Jackson et al., 2017; Modell et al., 2017). The factors that determine whether or not bacteria 

acquire spacers from infecting phages remain unclear. Previously identified determinants 

of CRISPR adaptation include the density of defective phages (Hynes et al., 2014), and 

bacterial nucleases, including crRNA-Cas ribonucleoprotein effector complexes, that 

inactivate the phage and generate phage DNA degradation products that serve as substrates 

for the adaptation machinery (S. A. Jackson et al., 2017). Here, we show that the speed of 

phage development is another key determinant of CRISPR adaptation and that 

bacteriostatic antibiotics promote CRISPR adaptation by slowing bacterial growth, which 

in turn delays phage development. Our results suggest that any environmental factor or 

stress that slows down cell growth might also promote CRISPR adaptation, as phage 

development time is directly linked to bacterial host growth rate (Hadas et al., 1997; Jin & 

Yin, 2021; Rabinovitch et al., 2002). 

In the absence of priming, slowing down phage growth might be even more crucial 

for the acquisition of spacers that can lead to phage resistance. However, while our data 

suggest that slower bacterial and phage growth rates will generally favour the evolution of 

CRISPR-Cas immunity, future studies will be needed to experimentally examine how 

growth rate reductions due to antibiotics and other factors affect primed and naive CRISPR 

adaptation in other species with other CRISPR-Cas immune system types. 

Interestingly, some CRISPR-Cas systems induce dormancy following target 

recognition (Meeske et al., 2019; Rostøl et al., 2021; Rostøl & Marraffini, 2019) or are 
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coupled to genes that induce dormancy (E. V. Koonin & Zhang, 2017; Makarova et al., 

2012). A dormancy response of infected cells with CRISPR-Cas immunity can benefit 

neighbouring cells by eliminating phage from the environment and by limiting the invasion 

of phage mutants that overcome CRISPR-Cas immunity (Meeske et al., 2019). Our data 

suggest a possibility that another advantage of a dormancy response could be that it may 

lead to more efficient CRISPR adaptation during infections. In addition, previous studies 

have shown that targeting early-injected genome sequences of a phage provides more 

robust levels of CRISPR-Cas immunity compared with targeting of late-injected sequences 

(Modell et al., 2017; Strotskaya et al., 2017), presumably because this gives CRISPR-Cas 

more time to detect and destroy the phage genome. However, our competition experiments 

between CRISPR-Cas immune bacteria and those with SM-based resistance did not show 

a stronger selection for CRISPR-Cas immune bacteria in the presence of bacteriostatic 

antibiotics, suggesting that they specifically affect the rates of CRISPR adaptation and not 

the levels of immunity. 

The finding that slower phage development facilitates CRISPR adaptation may also 

help to explain why the acquisition of CRISPR-Cas immunity is relatively rare under 

laboratory conditions (Westra & Levin, 2020), in which bacteria commonly grow at rates 

much higher than in natural or clinical contexts (B. Gibson et al., 2018). P. aeruginosa 

displays slow growth rates in biofilms (Werner et al., 2004) and in the lungs of cystic 

fibrosis patients (Yang et al., 2008). This will be compounded by exposure to bacteriostatic 

antibiotics widely used in the clinic and becoming more common in the environment. 

Promoting CRISPR-Cas immunity might have unfortunate consequences, specifically in 

the context of phage therapy: the rise in antibiotic resistance among bacterial pathogens 

has caused a resurgence of interest in phage therapy to treat bacterial infections (Kortright 

et al., 2019). Over the past few years, interest in phage-antibiotic combination therapies 

has increased in the hope that phage and antibiotics can act in concert to control infections 

(Kortright et al., 2019; Segall et al., 2019; Tagliaferri et al., 2019; Torres-Barceló & 

Hochberg, 2016). However, CRISPR-Cas systems are common in P. aeruginosa (van 

Belkum et al., 2015), and P. aeruginosa clones that acquire CRISPR-Cas immunity can 
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escape these trade-offs and retain virulence (Alseth et al., 2019). Thus, a combination of 

bacteriostatic antibiotics and phage therapy might steer pathogens toward maintaining both 

virulence and phage resistance. 

Our results suggest that the choice of antibiotics to use for phage-antibiotic 

combination therapy should consider the possibility of increased evolution of CRISPR-Cas 

immunity when using bacteriostatic antibiotics, and the potential for pathogenic strains to 

retain their virulence if they evolve CRISPR-Cas-based resistance to therapeutic phages. 

Moreover, antibiotics can act on non-target bacteria, including other pathogens in multi-

species communities, and also on commensal species. Non-pathogenic commensals will 

be exposed to antibiotics during antibiotic treatment, potentially more widely promoting 

CRISPR-Cas immunity in the microbiome. 

This study specifically examined the effect of antibiotics on the acquisition of 

CRISPR-Cas immunity against phage and demonstrated how bacteriostatic antibiotics can 

tip the balance in favour of the host immune system by enabling it to launch an immune 

response before the phage causes irrevocable damage to the host. However, CRISPR-Cas 

systems can provide defense against a broad range of mobile genetic elements, including 

plasmids (Marraffini & Sontheimer, 2008), which play a key role in the transmission of 

antimicrobial resistance (AMR) (Brockhurst et al., 2019). The ability to trigger CRISPR 

adaptation from plasmids could therefore have important implications for constraining the 

spread of AMR genes (Pursey et al., 2018). Recent studies have demonstrated that the 

evolution of CRISPR-Cas immunity against plasmids can be enhanced using quorum-

sensing autoinducers, which activate the expression of the CRISPR-Cas machinery 

(Høyland-Kroghsbo et al., 2017; Patterson et al., 2016). Although the precise mechanism 

remains unclear, the evolution of CRISPR-Cas immunity against plasmids can also be 

higher at low temperatures or during the late exponential growth phase (Amlinger et al., 

2017; Høyland-Kroghsbo et al., 2018). Identifying ways to simultaneously promote spacer 

acquisition from plasmids and limiting the acquisition of spacers from phage could provide 

a powerful means to control pathogen abundance, virulence, and resistance to antibiotics.   
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Conclusions 

 

1. Primed adaptation efficiency in self-targeting E. coli strain is dramatically inhibited 

in double ΔrecB ΔsbcD mutant but not in single mutants, suggesting independent 

involvement and redundancy of RecBCD and SbcCD pathways in spacer acquisition.  

2. RecBCD and SbcCD affect the pattern of acquired spacers, suggesting the enzymes 

could interfere with the processivity of PAC. 

3. The deletion of recJ decreases adaptation efficiency and affects accuracy of spacers 

incorporation into CRISPR array. 

4. RecJ 5’-3’ exonuclease and RecBCD helicase are involved in trimming of 

prespacer 5’ ends during primed adaptation in vivo. 

5. ExoVII can partially substitute for RecJ activity during prespacer generation but 

produces slightly longer ends. 

6. Exposure to bacteriostatic antibiotics promotes primed CRISPR adaptation by 

slowing down phage development in P. aeruginosa PA14 infected by the DMS3vir phage. 

7. Bactericidal antibiotics inhibit CRISPR adaptation during phage infection by a yet 

unknown mechanism. 
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