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Abstract

Alternative splicing (AS) and alternative polyadenylation (APA) are two crucial
steps in the post-transcriptional regulation of eukaryotic gene expression. APA can
generate transcripts with different C-termini as a result of intronic polyadenylation
(IPA). Protocols capturing and sequencing RNA 3’-ends have uncovered widespread
IPA in normal and disease conditions, where it is currently attributed to stochastic
variations in the pre-mRNA processing. The approach presented in this dissertation
is based on the analysis of short reads with non-templated adenines, which provides
a powerful alternative to the coverage-based methods when applied to a sufficiently
large panel of RNA-seq experiments. Simultaneous assessment of tissue-specific
patterns of AS and IPA based on an extensive panel of RNA-seq datasets from the
Genotype Tissue Expression project (GTEx) revealed that APA events are more
frequent in introns than in exons. While the rate of IPA in the so-called composite
terminal exons and skipped terminal exons expectedly correlates with splicing, a
considerable fraction of IPA events are not associated with AS events. These IPA
events are attributed to the spliced polyadenylated introns (SPI), a term introduced
in this dissertation to refer to transient byproducts of the dynamic coupling between
APA and AS, in which the spliceosome removes the intron while it is being cleaved
and polyadenylated. The results obtained in this Thesis contribute to the under-
standing of the mechanisms of pre-mRNA processing, providing new evidence for
dynamic competition between splicing and polyadenylation within introns and sug-
gesting a potential role for splicing as a safeguard against premature transcription
termination at intronic polyadenylation sites.
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Chapter 1

Introduction

The majority of transcripts that are generated by the eukaryotic RNA polymerase

II (Pol II) undergo a series of modifications including 5’-end capping, splicing, and

3’-end processing. During splicing, introns are removed, and the remaining exonic

regions are ligated. The 3’-end processing involves endonucleolytic cleavage and sub-

sequent attachment of the polyadenylic tail at specific sites called the polyadeny-

lation sites (PASs). The 3’-end processing is therefore commonly referred to as

cleavage and polyadenylation (CPA).

Splicing and the 3’-end processing do not always occur at the same sites on

the pre-mRNA, leading to alternative splicing (AS) and alternative polyadenyla-

tion (APA). AS and APA act in the majority of human genes and are believed to

be crucial mechanisms for increasing transcriptomic and proteomic diversity in eu-

karyotes [121, 12]. APA affects mRNA stability, translation and localization, which

makes it implicated in numerous diseases, ranging from cancers to neurological dis-

orders [52]. APA can also happen in introns. Over 20% of human genes undergo

intronic polyadenylation (IPA) and many more possess cryptic intronic PASs [159].

An important feature of IPA is that it results in protein isoforms with different C-

termini and can lead to major functional alterations through protein domain loss.

However, current estimates of the actual IPA rate in the human genome remain

unclear, and the identification of cryptic intronic PASs and the mechanisms of their

suppression is an outstanding and challenging question.

Experimental protocols to identify PASs often employ oligo(dT)-based primers
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Chapter 1. Introduction

to specifically capture transcript ends. Although these techniques have identified

over half a million human PASs, many remain undiscovered due to tissue- and

disease-specific variations [58]. However, there are not many such experiments that

are available for public use, and they are too costly to conduct on a large scale.

Instead, computational methods could also be employed to identify PASs from more

prevalent experimental datasets such as RNA-seq.

In RNA-seq, the existing approaches primarily detect PASs based on the abrupt

decrease in read coverage. However, since the density of RNA-seq reads is highly

non-uniform along the gene length, most of these methods are focused on PASs

within the terminal exons [52]. However, polyA(+) RNA-seq data also include a

small fraction of the so-called polyA reads, which cover the junction between the

terminal exon and the start of the polyA tail and contain detectable non-templated

adenine residues. Studies demonstrated that the analysis of polyA reads could

serve as a specific, albeit less sensitive, alternative to the coverage-based methods,

potentially effective when analyzing large panels of RNA-seq experiments [184, 180].

Such large RNA-seq experiment panels, however, have not yet been analyzed using

polyA reads.

The Genotype Tissue Expression (GTEx) project released an extensive com-

pendium of RNA-seq datasets that enables systematic analysis of human tissue

transcriptomes. This dissertation uses the GTEx dataset to systematically examine

the interplay between pre-mRNA splicing and intronic polyadenylation by analyz-

ing IPA through polyA reads. Previous works used coverage-based approaches and

were primarily focused on tissue-specific polyadenylation. In contrast, this study

combines the analysis of polyA reads for PAS identification, split reads to quantify

alternative splicing rates, and read coverage to evaluate cleavage and polyadenyla-

tion activity, thus matching tissue-specific patterns of AS and IPA. This approach

allowed estimation of the true IPA rate not confounded by low read coverage in

introns, leading to a striking observation that intronic PASs are utilized more fre-

quently than their exonic counterparts. In inspecting the concordance between

IPA and AS, a considerable number of novel IPA events were found, ones that are

inconsistent with the established models and can be attributed to byproducts of
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Chapter 1. Introduction

the dynamic coupling between CPA and AS. These IPA events are termed here as

spliced polyadenylated introns (SPI). The main hypothesis behind SPIs is that they

are generated by the spliceosome removing the intron while it is being cleaved and

polyadenylated.

The structure of the dissertation unfolds as follows: After this introductory chap-

ter, Chapter 2 provides a thorough review of the literature and sets the background

necessary for the understanding of the subsequent sections. Chapter 3 delineates

the specific objectives of the thesis articulating the research questions this work

aims to answer. Chapter 4 describes the materials and methods. Chapter 5 con-

stitutes the main body of the dissertation and presents the results. It is divided

into two sections; the first one focuses on identifying PASs from RNA-seq data

and highlights how the increased dataset size enhances the sensitivity of the polyA

reads-based approach. The second section characterizes the identified PAS clusters

expressed in GTEx tissues and presents a simultaneous tissue-specific analysis of

alternative splicing and intronic polyadenylation, which reveals events inconsistent

with accepted IPA models. The section ends with additional corroborative evidence

from other datasets. The dissertation concludes with Chapters 6 and 7, which are

devoted to the discussion of results and conclusions.
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Chapter 2

Background

Most eukaryotic precursor mRNAs (pre-mRNAs) undergo a series of critical RNA

processing events that dictate their function and fate. These events include 5’-end

capping, where the pre-mRNA receives a 7-methylguanosine cap, splicing, which

removes introns while ligating the remaining exons, and 3’-end processing, which

involves endonucleolytic cleavage and polyadenylation (CPA) at specific sites [158].

While these processing steps have historically been investigated as isolated phe-

nomena, emerging evidence underscores their interdependence and reciprocal regu-

lation [71].

This dissertation focuses on the interplay between intronic CPA and splicing.

Accordingly, the literature review starts with a comprehensive description of the

machinery and mechanisms governing cleavage and polyadenylation. It is followed

by a discussion on the prevalence, outcomes, and regulation of APA. The section

concludes with an overview of the current methodologies used for identifying the

polyadenylation sites. The second part of the review briefly describes the molecular

mechanism of splicing, processing of the excised intron lariat, and types of alternative

splicing events. The review concludes with a focus on existing evidence and proposed

models of the reciprocal regulation between splicing and 3’-end processing.

16



Chapter 2. Background 2.1. Cleavage and polyadenylation

2.1 Cleavage and polyadenylation

The majority of transcripts that are generated by the eukaryotic RNA Polymerase

II undergo endonucleolytic cleavage and subsequent polyadenylation at specific sites

called polyadenylation sites (PASs). The PASs are defined by surrounding RNA

sequence elements, that are generally conserved across metazoans but exhibit no-

table variations in yeast and plants [158]. Nonetheless, PAS can vary significantly

across species: only about 10% of human sites are conserved in mammals [171].

Strikingly, metazoan histone pre-mRNAs are subjected to 3’-end cleavage without

polyadenylation and, thus, require specialized 3’-end processing machinery.

While the core protein factors for polyadenylation are conserved across eukary-

otes, significant differences in protein composition and subcomplex organization ex-

ist between mammalian and yeast systems. Notably, despite reconstituted active

machinery for human histone and yeast canonical systems, the structure of active

mammalian CPA machinery remains unclear, which is a critical gap in our under-

standing of human CPA mechanisms [151].

2.1.1 The molecular mechanism of cleavage and polyadeny-

lation

In mammals, CPA is normally performed by several complexes including Cleavage

and Polyadenylation Specificity factor (CPSF), Cleavage stimulation Factor (CSTF),

cleavage factor I (CFI) and cleavage factor II (CFII) (Figure 2-1). Studies have

revealed that the core factor CPSF consists of two distinct components: the mam-

malian polyadenylation specificity factor (mPSF) and the mammalian cleavage fac-

tor (mCF). The mPSF is responsible for recognising the polyadenylation signal and

attracting the poly(A) polymerase (PAP) to execute polyadenylation. It consists

of four subunits: CPSF160 (also known as CPSF1), CPSF30 (CPSF4), WDR33,

and FIP1 (factor interacting with PAP). mCF catalyzes the cleavage process and

comprises three subunits: CPSF73 (CPSF3), CPSF100 (CPSF2), and Symplekin.

CPSF73 serves as the endonuclease for the cleavage process. A conserved region

of CPSF100 interacts with WDR33 and CPSF160 and holds mCF and mPSF to-
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Chapter 2. Background 2.1. Cleavage and polyadenylation

gether, the region is referred to as PIM for “PSF Interaction Motif”. Interestingly,

mCF is functionally analogous to the histone pre-mRNA cleavage complex (HCC),

meaning that both systems have similar cleavage components [151, 158]. This fact

is currently being used to predict the structure of the activated mCF since the latter

has not been resolved yet.

Other structural data suggest that the combination of CPSF160 and WDR33

serves as the central element of the machinery [191]. This core duo is essential for

interactions of CPSF30 identifying the polyadenylation signal, mCF excising the

pre-mRNA and CSTF recognizing another cis-regulatory element. Subsequently,

CPSF30 attracts FIP1, which interacts with PAP to carry out polyadenylation of

the mRNA.

ignal

U

5’-cap

ignal

Figure 2-1: Cleavage and polyadenylation complex. Schematic of Human Pre-
mRNA 3’-End Processing Machinery. The diagram depicts CPA factors attached
to pre-mRNA and the Pol II C-terminal domain during transcription. Various CPA
protein complexes are colour-coded: mPSF (red), mCF (magenta), CSTF (blue),
CFI (yellow), and CFII (green). The beaded yellow chain represents the CTD of Pol
II, the red triangle denotes the cleavage site, DSE stands for “downstream sequence
element”. Figure from [151].

In metazoan genes, PASs are primarily defined by the hexameric consensus motif

AAUAAA also known as the canonical polyadenylation signal. According to recent
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structural studies, WDR33 and CPSF30 recognise the signal. WDR33 interacts with

the U3 and A6, which appear to be the most conserved residues in the motif [152].

In humans and mice, the motif is positioned on average 21 nucleotides upstream of

the cleavage site (Figure 2-2B). About 70% of the PASs are preceded by the canoni-

cal motif, 14% by the AUUAAA motif, and ∼15% contain single-nucleotide variants

of one of the two hexamers [151]. Notably, the signal may be located far from the

cleavage site as secondary-structure elements in the pre-mRNA can bring them to-

gether [175]. The genome-wide frequency of signal variants correlates with in vitro

CPA efficiency at their adjacent PAS [144]. Accordingly, the canonical signal is en-

riched at stronger distal PAS compared to the weaker proximal ones. These observa-

tions led to a hypothesis that signal sequences of individual genes have been selected

in evolution to allow CPA to proceed with specific kinetics or efficiency [52]. On the

other hand, a study about selection acting on human polyadenylation signals found

no evidence of negative selection against mutations improving the CPA-stimulating

efficiency of non-consensus polyadenylation signals [73].

A B

Figure 2-2: Distribution of sequence elements at 3’-ends of human pre-
mRNAs. (A) Frequencies of the GUGU motif, often referred to as DSE, near
the proximal (red) and distal (blue) PAS located in the same terminal exon.
Figure from [52]. (B) The number of known human mRNAs with AAUAAA
(red), AUUAAA (yellow), single-nucleotide variants of AAUAAA (green, labelled
as AAUAAA-1), and UGUA (blue) motifs at specified positions. Figure from [151].

Other complexes in the canonical CPA machinery are CSTF, CFI and CFII. CFI
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consists of CFIM25 (also CPSF5, encoded by NUDT21 ) and CFIM68 or CFIM59

(CPSF7). This complex has a particularly strong impact on the PAS choice. CFIM25

binds the upstream UGUA motif (Figures 2-1, 2-2B), which is substantially more

enriched near distal PASs compared to the proximal ones. Thus, CFI associates

preferentially with distal PASs in terminal exons and enhances their usage [13].

Some studies also suggest that CFIM68 interacts with FIP1 [197].

CSTF is required for cleavage but is dispensable for polyadenylation. It is com-

posed of four types of subunits: CSTF50, CSTF77, CSTF64 and its paralogue

𝜏CSTF64. Both CSTF64 and 𝜏CSTF64 recognize U- or GU-rich dowstream se-

quence element in the pre-mRNA (Figure 2-2A), and their upregulation is associated

with increased usage of weaker PAS [176, 91].

CFII is the least studied factor of the canonical machinery. It consists of CLP1

and PCF11. The latter has a C-terminal segment essential for cleavage and the RNA

Polymerase II CTD interaction domain. In yeast, factors homologous to CSTF and

CFII are required for strong endonuclease activity of the cleavage and polyadenyla-

tion core, but not for its specificity [60].

In addition to the polyadenylation signal, other cis-regulatory sequence elements

can enhance 3’-end processing. These elements are recognized by various compo-

nents of the CPA machinery. Such sequence elements include the previously men-

tioned UGUA motif and the GU- or U-rich DSE. Notably, the DSE can consist of ei-

ther GU- or U-repeats, both of which are recognized by the CSTF complex [187, 157].

The cleavage sites are typically followed by an A nucleotide (about 80% of PAS)

and preceded by a C, U, or G nucleotide, with a slight preference towards C [151]

(Figure 2-1). This dinucleotide is preceded by a U-rich region, which interacts with

the FIP1 subunit of the CPSF complex [77].

The current model of the CPA process in mammals is based on studies of the

yeast cleavage and polyadenylation factor (CPF) complex. It states that the factors

CPSF, CSTF, CFI, and CFII, recognise and bind their respective RNA sequences

independently. Then, they assemble into a cleavage-competent complex after struc-

tural rearrangements of the RNA [60]. However, the particularities of the CPA

process in humans, such as the mechanism of the CPSF complex activation, are not
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fully understood.

2.1.2 Alternative polyadenylation

About 70% of human genes have multiple PASs resulting in alternative polyadenyla-

tion (APA) [63, 29]. Although APA expands the transcriptome diversity, its evolu-

tionary benefit is debatable. Some authors believe it to be generally deleterious [178].

Still, about 40% of human genes have APA events conserved in mammals [171].

APA can generate transcripts with different 3’-untranslated regions (3’-UTR) and

transcripts encoding proteins with different C-termini [114] (Figure 2-3). The lat-

ter isoforms are a result of intronic polyadenylation upstream of the 3’-most exon.

Studies have shown that more than 20% of human genes contain at least one intronic

PAS [159].

Figure 2-3: CPA positions in a pre-mRNA and the corresponding isoforms.
SU stands for short 3’ UTRs and LU - for long 3’ UTRs. The light blue colour shows
alternative coding regions. The grey boxes in the protein symbols represent protein
domains. Figure from [114].

3’-UTR APA modulates gene expression by influencing mRNA stability, transla-

tion, nuclear export, subcellular localization, and interactions with microRNAs and

RNA binding proteins (RBPs) [52, 106]. Moreover, some processes are associated

with widespread shifts in 3’-UTR length in genes with tandem PASs in the same

terminal exon. For example, the induction of pluripotency in somatic cells is as-

sociated with the shortening of 3’-UTRs, whereas differentiated cells tend to have

longer ones [149]. Also, in mice and humans, the length of 3’-UTRs was shown to
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vary across tissues [52]: brain and blood tissues are characterized by long and short

3’-UTRs, respectively [169]. In neurons, isoforms with long and short 3’-UTRs are

over-represented in the soma and neurites, respectively [105]. Other studies showed

that genes with tandem PASs adjust their isoform ratios to tissue-specifically regu-

late protein expression [92, 28].

2.1.3 Intronic polyadenylation

CPA events in an intron upstream of the stop codon, also termed intronic polyadeny-

lation (IPA), are less studied than tandem PASs. One reason for this might be that

intronic PASs tend to have more tissue-specific distribution and, thus, require an

analysis of many diverse tissues and conditions [53]. Also, IPA events are less con-

served among species compared to other APA events [159, 171]. About 40% of

genes in the mouse genome are already known to undergo IPA [63]. In a recent

study, more than 100 thousand novel PAS were identified in human introns [50, 53].

These observations speak to the immensity of the IPA landscape, which is still being

discovered.

IPA events generate truncated transcripts with alternative terminal exons (ATEs).

These ATEs can partially match one of the internal exons of the original isoform

(Composite Terminal Exon (CTE)) or be an omitted exon expressed only in the

truncated transcript (Skipped Terminal Exon (STE)) (Figure 2-4). The subtype

depends on the class of the alternative splicing event associated with IPA: CTE is

an example of retained intron, while STE represents a cassette exon (2.2).

Figure 2-4: Types of IPA events. IPA generates isoforms with alternative terminal
exons. The use of the PAS in the cassette exon generates a transcript containing an
STE (middle). Cleavage at the PAS within a retained intron results in a transcript
with a CTE (bottom). Figure from [158].
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IPA can lead to important functional changes due to alterations in the protein

amino acid sequence [31]. For example, IPA is a mechanism of switching from

a membrane-bound form of the protein to the soluble one, which was primarily

observed decades ago on the immunoglobulin M (IgM ) gene during the activation

of B cells [137]. The same mechanism was recently shown to work for the vascular

endothelial growth factor receptor 2 (VEGFR2 ) gene, and more than 350 other

genes were predicted to be regulated in a similar way [27, 164]. Another recent

example is IPA in the DICER gene that generates a truncated protein with impaired

miRNA cleavage ability and results in decreased endogenous miRNA expression [88].

Additionally, IPA generates truncated isoforms of oncosuppressor proteins, such as

MGA and NUP98, that often lack tumour-suppressive functions or even contribute

to the tumour onset and progression [88, 80]. Overall, all types of APA are widely

implicated in human disease, including haematological, immunological, neurological

disorders, and cancer [52, 23, 38].

2.1.4 The role of alternative cleavage and polyadenylation in

disease

Defects in CPA cis-regulatory elements, particularly polyadenylation signals, have

been implicated in various diseases through their role in APA [122]. For example,

SNP in the canonical polyadenylation signal of TP53 gene leads to its reduced

expression and has been linked to increased susceptibility to prostate cancer, glioma,

and colorectal adenoma [150]. In the genetic disorder 𝛼-thalassemia, a mutation in

the canonical signal of the haemoglobin subunit alpha 2 (HBA2 ) gene weakens the

polyadenylation signal and results in elongated transcripts that are often degraded

(Figure 2-5). Similar processes are observed in disorders like 𝛽-thalassemia, bone

fragility disorder and IPEX syndrome [122].

Mutations in non-canonical signals also can lead to disease-specific outcomes,

as seen in Fabry disease where mutations in the 𝛼-galactosidase A (GLA) gene al-

ter protein localization [182]. Other conditions like systemic lupus erythematosus

and syndromic microphthalmia experience similar shifts in transcript isoform ra-
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tios due to mutations in the polyadenylation signal [122, 69]. Mutations can also

create new cryptic PAS, as seen in mantle cell lymphoma, Huntington’s disease,

and FSHD [122]. In amyotrophic lateral sclerosis, RNA editing introduces sequence

variations that affect APA [42].

Alterations in other cis-regulatory elements can also affect PAS strength. No-

table examples include thrombosis and thrombophilia, linked to mutations in the

cleavage site and DSE, respectively, of the coagulation factor II (F2 ) (Figure 2-5).

This gene-specific regulation mechanism stems from an unusual gene architecture,

in which an upstream sequence element recognised by CFI compensates for the weak

activity of the DSE and the noncanonical cleavage site (CG instead of CA) [52, 24].

Mantle cell lymphoma

Figure 2-5: Examples of alterations in cis-regulatory elements resulting
in disease. Loss-of-function alterations destroy or weaken a PAS. Gain-of-function
mutations introduce new CPA sites or increase CPA efficiency at an existing PAS.
Note: In this figure, “PAS” refers to the polyadenylation signal, not the polyadeny-
lation site. Figure from [122]

Overall, genome-wide association studies have identified multiple variants in the

3’-UTRs associated with changes in APA (“apaQTL”), and up to 19% of them were

associated with known human traits or diseases [89]. Surprisingly, these apaQTLs
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were found to rarely overlap with expression QTLs, indicating that they contribute

to diseases without significantly altering the mRNA abundance [89, 114].

Alterations in genes of core CPA machinery can impact PAS selection and lead to

diseases (2.1.5). For instance, in oculopharyngeal muscular dystrophy (OPMD), an

extended (GCG)-repeat in the PABPN1 gene creates trePABPN1, which disrupts

normal PABPN1 function and causes unregulated cleavage at proximal PASs [52, 15]

(Figure 2-6). Neuropsychiatric diseases are often associated with elevated CFIM25

expression, which reduces levels of MECP2 transcription factor [122](Figure 2-6).

In cardiac hypertrophy, CSTF upregulation shortens 3’-UTRs [124]. Moreover, mu-

tations in lesser-known CPA factors, like the CLP1 subunit of CFII, can disrupt

tRNA biogenesis and potentially lead to neurodegenerative disorders [75, 142].

A broad remodelling of 3’-UTRs was observed in cancer cell lines. Numerous

tumour types, including colorectal, gastric, and breast cancers, as well as neuroen-

docrine and hepatocellular carcinomas, neuroblastoma, and glioblastoma, exhibit a

noticeable trend towards the usage of proximal PASs [176, 122, 51, 107, 180]. These

data agree with the observations of 3’-UTR lengthening with cell differentiation.

Moreover, genome-wide shortening of transcript isoforms has been linked to adverse

outcomes in conditions like breast and lung cancers, as well as pancreatic ductal

adenocarcinoma and neuroblastoma [52, 147, 114].

These patterns can partially be attributed to alterations in the expression levels

of 3’-end processing factors. For instance, the upregulation of CSTF64 and PCF11

as well as a decrease in CFIM25 or PABPN1 levels have been linked to proximal

PAS usage in cancer data [122, 52, 176, 114] (Figure 2-6). It is hypothesized that

by shortening the 3’-UTRs, cancer cells can circumvent the inhibitory effects of

microRNAs and RBPs. This is particularly significant since more than 70% of

genes contain conserved microRNA target sites or destabilizing AU-rich elements

within their 3’-UTRs [122].

More recent large-scale studies contradicted the established trends and high-

lighted the complexity of the landscape of 3’-UTR alterations in cancer [180]. More-

over, APA changes are often highly specific to both the type of tumour and in-

dividual patient characteristics. In chronic lymphocytic leukaemia, for example,
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widespread intronic CPA results in numerous truncated proteins [88]. In contrast

to most other studied cancers, chronic myelocytic leukaemia displays unusually high

levels of CFIM25. Depletion of this factor in K562 leukaemia cells has been shown

to inhibit growth and proliferation [190]. In sum, the role of APA in cancer en-

compasses not only global CPA shifts but also gene-specific mutations. Both types

of changes can be pivotal in driving tumour development and influencing clinical

outcomes.

PABPN1
e.g. OPMD

Figure 2-6: Global alterations in the CPA factors as a significant feature of
diseases. The concentration of CPA factors as APA determinant. The left (right)
panel shows the consequences of factor upregulation (downregulation, respectively).
For example, NUDT21 (CFIM25) upregulation is associated with enhanced distal
PAS usage. In neuroblastoma samples with low PCF11 levels, transcript lengthening
and tumour regression are observed. Note: in the main text, CSTF2 is mostly
referred to as CSTF64. Figure adapted from [122].

2.1.5 Regulation of alternative polyadenylation

Both gene-specific and global features can influence polyadenylation patterns across

the genome. Specifically, the deregulation of CPA factors induces genome-wide shifts

in APA. In proliferating cells, transcript shortening is linked with elevated expres-

sion of CSTF, CFII factors, and PAP [122]. Consistent with this, the CFII subunit

PCF11 promotes cleavage at proximal PAS [91], and the simultaneous depletion of

CSTF64 and 𝜏CSTF64 enhances the selection of distal PAS in almost 500 genes

in HeLa and LN229 cells [66](Figure 2-6). The downregulation of the CFI sub-

units CFIM25 (encoded by NUDT21 gene) and CFIM68 results in the shortening of

3’-UTRs in numerous genes [66]. Decreased CFIM25 levels are common in solid tu-

mours like glioblastoma, hepatocellular carcinoma, and bladder cancer, contributing
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to the aforementioned 3’-UTR shortening in cancers [51, 13, 104]. The factor FIP1

globally promotes cleavage at proximal PAS [91]. And the Poly(A) Binding Pro-

tein N1 (PABPN1), controlling the length of the polyA tails, interacts directly with

pre-mRNAs near intronic or TSS-proximal PASs to block their cleavage [91, 67].

The concentration of many subunits of the canonical machinery during prolif-

eration is, in turn, regulated by E2F transcription factors [37]. Remarkably, the

IPA rate determines the expression of the CPA factors PCF11 and CSTF77 through

autoregulation: the rate of cleavage at PASs in the 3rd intron of CSTF77 and the

1st intron of PCF11 is controlled by CPA factors levels [99, 170].

Several RNA-binding proteins recognizing sequence elements in the gene body

are also involved in the regulation of APA. Among them there are splicing fac-

tors SRSF3 and SRSF7, NOVA1, PCBP1, members of the hnRNP family and

ESRP1 [195, 52] (Figure 2-4). Polypyrimidine tract-binding proteins (PTBPs) are

known to compete with canonical splicing factors to repress the splicing of target

exons. However, they can also promote CPA at an intronic PAS located upstream

of their binding site [97]. In contrast, when PTBP1 binds up to 75 nts downstream

of a distal PAS, it can mask the site from cleavage [51] (Figure 2-4). One proposed

mechanism is that PTBP1 blocks the downstream binding of CPA factors such as

CSTF or CFII. A similar mechanism has been demonstrated for Hu family proteins,

which impact CPA by competing with CSTF for access to the downstream sequence

element [52]. Many other splicing factors including members of the hnRNP family

(HNRNP H1, HNRNP H2, HNRNP L, HNRNPC, etc.), neuro-oncological ventral

antigen (NOVA) and epithelial splicing regulatory protein 1 (ESRP) are known to

alter CPA positions. However, their effect appears to be more complex, and the un-

derlying regulatory mechanisms remain elusive [195, 114]. This suggests that their

influence might be indirect and operate through splicing alterations.
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Figure 2-7: Impact of RBPs on pre-mRNA CPA. Figure from [52].

The dynamics of RNA Polymerase II elongation also play a significant role in

controlling APA. In genes with multiple PASs, a slower transcription rate or Pol

II pausing promotes the use of the upstream cleavage site by extending the period

during which it is the only available option. As the CPA machinery interacts with

Pol II CTD, pausing may enhance its contact with the pre-mRNA and promote the

cleavage. Accordingly, studies in yeast and Drosophila m. showed that a substantial

decrease in the transcriptional elongation rate leads to a moderate increase in proxi-

mal, weaker PASs usage, both within 3’-UTRs and introns [94, 45]. Also, a localized

slowing of Pol II downstream of a PAS is associated with CPA at the site. Polymerase

pausing can be induced by specific sequences, transient DNA/RNA structures (such

as G-quadruplexes) and chromatin environment; all these factors have been shown

to affect APA [49, 6, 114, 119]. However, the direction of the regulation can be

ambiguous: CPSF and CSTF were shown to promote Pol II pausing [126].

Global regulation by CPSF subunit FIP1 presents an interesting example here: it

depends on the distance between the two PASs. If the sites are far from each other,

and there is a significant lag between the times when they are transcribed, higher

levels of FIP1 promote the recognition of the weaker proximal PASs. However, in

the case of closely located PAS, in addition to the smaller time window advantage,
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FIP1 binding upstream of the distal PAS blocks access to the proximal one, thus

obstructing its usage [85].

CTD-associated elongation factors and the CTD phosphorylation status regu-

late Pol II with respect to its relative location in the gene and influence Pol II

speed. These factors include several cyclin-dependent kinases (CDK12, CDK9 and

CDK13), phosphatases (SSU72, FCP1, PP2A), and the PAF1C complex [114, 181].

For instance, the inhibition of CDK12 leads to an increased probability of using

cryptic intronic PAS, due to the slowing of productive Pol II elongation [80, 35].

CDK9 affects PAS usage through deregulation of transcription termination [83].

SR-related CTD-associated factors SCAF4 and SCAF8 suppress cleavage at intronic

PASs [48]. SSU72, a Pol II CTD phosphatase, interacts with Symplekin and PCF11

during CPA [82, 177]. Notably, its roles in CPA and Pol II regulation are indepen-

dent [81, 64].

In conclusion, beyond the canonical CPA machinery, PAS determination is con-

trolled by many splicing factors, chromatin remodelers and Pol II CTD-associated

elongation and termination factors. This highlights the tight coordination between

CPA and both transcription and co-transcriptional processes.

Figure 2-8: Multifaceted regulation of APA. PAS selection is shaped by factors
such as the transcription start site, recruitment of CPA factors and other RBPs,
nucleosome density around the PAS, Pol II elongation rate, RNA methylation, and
’telescripting’ involving U1 snRNP. Figure from [158].

Splicing adds a layer of regulation to APA events. Studies have shown that the

splicing machinery, particularly spliceosome subunits like U1 and U2 snRNP, can

both suppress and facilitate specific CPA events. The proposed mechanisms behind

this will be further explored in a specific section 2.3.
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Finally, recent studies discovered numerous examples of post-transcriptional 3’-

UTR cleavage and sequential CPA in the nucleus, thus, revealing novel types of the

APA control [101, 102, 155].

In summary, APA is regulated globally by levels of the CPA factors, and gene-

specifically by the trans-acting factors involved in splicing, transcription initiation,

elongation and termination. The PAS choice depends on both local and global Pol

II elongation speeds, chromatin environment, and DNA looping and can be altered

post-transcriptionally (Figure 2-9). This complexity results in the specific PAS sets

for each cell state, cell type and organism and calls for precise and accessible methods

for PAS identification.

2.1.6 Polyadenylation sites identification and quantification

Various experimental methods have been developed to pinpoint the genomic lo-

cations of PASs [19, 52]. Techniques like 3’RNA-seq, PAS-seq, polyA-seq, and

3’READS commonly utilize oligo(dT) or analogous primers to selectively isolate

transcript ends [186, 146, 29, 92, 194, 63]. For example, the 3’-seq method, intro-

duced by the group of Dr. C. Mayr in 2013, was designed to quantitatively profile

3’-UTR isoforms [92]. This approach uses an oligo(dT) primer with uridine and a

VN-anker to capture the junction between the terminal exon and the poly(A) tail.

A subsequent nick at the uridine, followed by a 50-75 nucleotide shift, ensures cap-

turing a sufficiently long mRNA fragment upstream of the CPA site (Figure 2-10).

Several databases, such as APADB, APASdb, PolyA_DB and PolyASite, collate PAS

from various species, identified through the 3’-end sequencing techniques [29, 118,

58, 185, 87, 168]. Some databases are under regular updates, with the 2021 version of

PolyASite hosting over 500,000 human PAS. Nevertheless, many more PASs could be

active in specific tissues, cell states and abnormal conditions. Concurrently, massive

polyA(+) RNA-seq datasets for different cellular contexts are becoming increasingly

available, thus, accelerating the development of methods to identify and evaluate

PASs from RNA-seq data [184, 14, 18].
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Figure 2-9: 3’-Seq protocol. Total RNA is reverse-transcribed with an oligo(dT)
primer containing one uridine, the primer is ligated to a sequencing adapter bound
to a magnetic bead. After the second strand is synthesized, a nick is introduced
at the uridine and then shifted at least 50nt away from the 3’-end. A blunt end
is created at the new position of the nick. The ligation of the second sequencing
adapter is followed by PCR, gel purification and sequencing. Figure from [92].

A PAS can be identified in standard polyA(+) RNA-seq data as a genomic locus

exhibiting an abrupt decrease in read coverage (Figure 2-10). Most published tools,

including DaPars, GETUTR, IsoSCM, APAtrap, and TAPAS, employ this approach [176,

172, 79, 145, 183, 3]. Since the density of the RNA-seq reads is noisy and highly

non-uniform along the gene length, most of these tools are limited to the PASs in the

terminal exon and can not detect novel intronic sites. Three more recent programs,

mountinClimber, IPAFinder, and Aptardi, integrated RNA-seq read coverage with

the information about splice junctions, either annotated or identified de novo. This

integration enabled the prediction of the intronic PAS [16, 193, 100].
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Figure 2-10: A generalized algorithm of the coverage-based de novo PAS
identification from RNA-seq data. The method finds a genomic locus where the
read coverage abruptly decreases. The middle panel depicts the RNA-seq coverage
across the terminal exon extended by a variable length specific to the tool. The
bottom panel’s y-axis represents the fitted value of the regression model, and the
point of the minimum value corresponds to the predicted PAS location. Figure
from [143].

In 2023, the APAeval community reviewed and benchmarked the coverage-based

methods using RNA-seq datasets with matching 3’-end sequencing data from two

human and two mouse cell types. Each of the nine selected tools was applied to the

RNA-seq datasets. The PAS predictions obtained were then compared against the

annotated transcript ends from GENCODE. Subsequently, the tools were ranked

based on precision and recall metrics. TAPAS demonstrated the best performance

with ∼25% precision and ∼65% recall values on a mouse dataset containing about

480 million raw reads [14]. Again, TAPAS performed best and maintained these levels

of precision and recall when the PAS from 3’-end sequencing data were used as the

ground truth. Unfortunately, the authors reported critical technical problems in the

IPA-centered tools mountinClimber and Aptardi; IPAFinder was not evaluated in

the study [14, 18].

Additionally, RNA-seq data contain an admixture of reads that cover the junction

between the terminal exon and the beginning of the polyA tail. They align to the

reference genome only partially due to a stretch of non-templated adenine residues

and are often referred to as “polyA reads”. Although the fraction of such reads is

quite small and normally does not exceed 0.1%, they can potentially be used for de

novo identification of PASs [153, 184]. Moreover, the polyA read-based approaches

have the advantage of determining the precise PAS locations. A couple of tools
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have applied this method: an RNA-seq aligner ContextMap2 [10] and KLEAT [9].

The latter employs polyA reads to improve transcript assembly and, consequently,

identify the PASs. It is worth mentioning that any transcriptome assembler such as

Cufflinks [161] or Trans-ABySS [135] predicts transcript ends and, thus, the PASs.

The authors of ContextMap2 evaluated both polyA-read-based tools using six

RNA-seq samples, each containing about 250M raw reads [10]. KLEAT and ContextMap2

predicted around 15,000 and 7,000 PASs, respectively. These sites were then com-

pared with PAS sets obtained from the same samples via RNA-PET, a protocol

designed to capture the 3’ and 5’ ends of transcripts. The reported recall values

for both tools were less than 12%, and the precision values ranged from 65% to

81% for KLEAT and from 75% to 94% for ContextMap2. An independent benchmark

analysis by the authors of KLEAT yielded similar results [180]. Remarkably, they

also evaluated DaPars, which showed considerably lower precision compared to the

other two tools. The low sensitivity of the polyA-read-based approach initially led

to the conclusion that it is ineffective for the PAS identification [18]. However, this

method is characterized by relatively good precision [180, 14] and can offer a power-

ful alternative to coverage-based methods, particularly when analyzing a sufficiently

large panel of RNA-seq experiments.

Based on Intronic PAS
identification

Name and publica-
tion year Ref.

Read No DaPars (2014, 2018) [176, 40]
coverage ChangePoint (2014) [172]
drop GETUTR (2015) [79]

IsoSCM (2015) [145]
APAtrap (2018) [183]
TAPAS (2018) [3]

Read Yes mountinClimber (2019) [16]
coverage IPAFinder (2021) [193]
drop Aptardi (2021) [100]
polyA Yes KLEAT (2015) [9]
reads ContextMap2 (2017) [10]

Table 2.1: Tools for de novo PAS identification from RNA-seq data. Meth-
ods successfully evaluated by APAeval community are underlined [14].

For studies of APA, it is crucial to link PAS locations with the expression levels
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of the respective transcript isoforms. Therefore, there is a growing emphasis on tools

that quantify the usage of the individual PASs within the transcriptome from RNA-

seq data. Due to the scarcity of polyA reads, all approaches utilize the read coverage

in some form. Several methods integrate de novo PAS identification with the isoform

quantification [16, 40, 79, 3, 183, 193, 100]. Other tools like Roar [47], QAPA [55],

PAQR [51], APAlyzer [169], and MISO [76], focus on quantifying PAS usage and often

are applied to PAS sets from 3’-end sequencing databases described above. These

tools usually depend on the annotation, requiring not just the PAS but also the

genomic coordinates of the terminal exon, which can be identified by TECtool [50].

Previous studies extensively characterized tissue-specific polyadenylation patterns

using the coverage-based approach [16, 62, 169, 55, 40].

Long-read and whole-transcript sequencing data, commonly used for transcrip-

tome assembly, are also applicable for identifying polyadenylation sites as transcript

ends [1]. However, such datasets are not typically used for de novo PAS identifica-

tion. A recent preprint introduced the first tool for PAS identification from long-read

RNA-seq data [17]. The study compared several datasets of similar size generated

with various long-read and 3’-seq protocols and showed that the 3’-seq protocol is

more effective at detecting PAS, particularly in genes with low expression levels. 3’-

seq-derived PAS set contained about 97% of all PAS identified by the other protocols.

Notably, another comparison between PacBio Iso-Seq and 3’-seq found 3’-seq to be

more proficient in identifying PAS in introns [143]. However, long-read sequencing

has lower mapping error rates and offers a broader range of applications. It is in-

strumental in transcript isoform identification, estimating polyA tail lengths [95, 65],

and analyzing the coordination between splicing and polyadenylation, as evidenced

by several studies [192, 131].

In summary, methods for PAS identification and quantification have made sig-

nificant progress with the development of numerous experimental techniques and

computational tools. However, challenges remain, particularly in the accurate iden-

tification of intronic PASs and PASs specific to particular conditions.
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2.2 Splicing

One of the cotranscriptional processes tightly connected to CPA is splicing. Dur-

ing splicing some parts of the pre-mRNA (introns) are removed and the remaining

regions (exons) are ligated.

Splicing is catalysed by the spliceosome, a complex ribonucleoprotein machine

comprising five small nuclear RNAs (snRNAs; U1, U2, U4, U5 and U6 snRNA)

and approximately 200 proteins. The spliceosome forms stepwise on every newly

synthesised intron, its components are recruited, in part, through base-pairing in-

teractions between the snRNAs and short sequences in the pre-mRNA. The start of

the intron, or 5’-splice site (5’SS), interacts with U1 snRNA at the very beginning

of splicing. The 3’-splice site (3’SS) at the other end of the intron is preceded by the

polypyrimidine tract and the branch point (BP) sequence that pairs with U2 snRNA

(Figure 2-11). While 3’SS and 5’SS are represented by highly conserved GU and

AG dinucleotides, other sequence elements are relatively loosely defined [30]. An

exception is the BP adenosine, located 18-37 nts upstream of the 3’SS; it initiates a

nucleophilic attack on the 5’SS during the first step of splicing [110]. In addition to

snRNAs, the spliceosome contains proteins that associate with each snRNA to form

snRNPs and a set of non-snRNP proteins.

In the course of splicing, the spliceosome catalyzes two transesterification re-

actions i.e. two replacements of one phosphodiester bond in the pre-mRNA for

another (Figure 2-11). In the first reaction (also called the branching reaction),

the 2’-hydroxyl group of the BP adenosine carries out a nucleophilic attack on the

phosphate group in the phosphodiester bond in the 5’SS; the products are an intron

lariat-3’ exon intermediate and a loose 5’ exon. During the second reaction (the

exon-ligation reaction) the exposed 3’-hydroxyl of the freed upstream exon attacks

the phosphodiester bond within the 3’SS, releasing the intron lariat and ligating the

two exons [173, 30].
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Figure 2-11: The transesterification reactions in pre-mRNA splicing. The
scheme describes the two transesterification reactions, catalyzed by the spliceosome.
In the figure N represents any nucleotide, R represents purine and Y represents
pyrimidine. Figure from [30].

Splicing begins when U1 snRNP and three non-snRNP proteins bind the pre-

mRNA. U1 snRNP interacts with 5’SS, factors SF1, U2AF1 and U2AF2 bind, re-

spectively, to the BP sequence, the 3’SS and the polypyrimidine tract (Figure 2-12).

Next, U2 snRNP displaces SF1 and binds the BP, interaction between U1 and U2

snRNPs loops the intron [22, 30] (Figure 2-12:1). The binding of U2 snRNP to the

pre-mRNA triggers recruitment of the preformed U4/U6.U5 tri-snRNP (Figure 2-

12:2). The spliceosome is then rearranged into its catalytically active state; in the

process of transformation U1 and U4 snRNPs are released, and U6 snRNA and U2

snRNA form the catalytic centre of the machinery [173]. The BP adenosine, docked

into the active site, performs the branching reaction (Figure 2-12:3). Then, while

the 3’-end of the upstream exon remains in the active site, the 3’SS site substitutes

the BP adenosine in the active site for the exon-ligation reaction. U5 snRNP aligns

the two exons for the ligation [30]. When the splicing reaction is complete (Fig-

ure 2-12:4), the pre-mRNA and the remaining U2, U5 and U6 snRNPs are released

from the intron lariat. Subsequently, the excised intron is degraded.
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Figure 2-12: The mechanism of the pre-mRNA splicing. The spliceosome is
assembled in an orderly manner, activated to form the active site and remodelled
extensively to perform the branching and exon-ligation reactions. Figure adapted
from [30].

The intron lariat degradation is also a stepwise process. Following excision, the

3’-tails of the lariats are shortened by 3’-exonucleases up to the lariat BP. Further

exonucleolytic degradation requires cleavage of the 2’-5’ bond formed by the 5’SS

guanine and the BP adenosine. It is performed by the RNA debranching enzyme

DBR1, a phosphodiesterase found in all eukaryotes [116]. Generally, the intron

lariats are degraded within minutes of splicing and are low abundance RNAs in

sequencing datasets [20, 120]. Surprisingly, a genome-wide screen for intronic lariats

resulted in the identification of stable intronic RNAs in the oocyte nucleus of X.

tropicalis. Later, additional studies identified cytoplasmic lariats in human, mouse,

chicken, and zebrafish cells [154]. These RNAs were relatively short (up to 500

nucleotides) and contained an unusual cytosine branchpoint, an unfavourable target

for the DBR1 recognition. Some of these lariats are actively exported from the

nucleus [154]. Sno-RNAs and some miRNAs are also processed from introns excised

by the spliceosome [120]. These examples indicate that while most intron lariats are

instantly degraded, some have a different fate.
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Nucleus 

Figure 2-13: Schematic representation of an intron lariat processing. An
intronic lariat is typically debranched by DBR1 (light purple) and processed for
degradation in the nucleus by exonucleases (green). Figure from [120].

2.2.1 Alternative splicing

Alternative splicing AS is a mechanism that allows pre-RNA to be processed into

alternative transcript isoforms via the excision of different introns. Recent studies

suggest that AS impacts more than 90% of all genes [132]. The repertoire of AS

events is broad, with exon skipping, alternative 3’ splice sites, alternative 5’ splice

sites, and intron retention being the most prevalent types [43] (Figure 2-14). Splicing

generally occurs co-transcriptionally [30]. Therefore, similarly to CPA, AS is affected

not only by the level and activity of splice factors but also by the Pol II elongation

rate, chromatin structure and other epigenetic factors [44].

Gene architecture complexity differs across phyla, which requires various splice

site identification mechanisms. Unlike the well-conserved splice sites in yeast, meta-

zoan splice sites are less conserved and, thus, demand specific strategies for accu-

rate identification [59]. In metazoa, splice site selection relies on short, conserved

sequences called splicing regulatory elements (SREs) within introns or exons. Reg-

ulatory proteins like SR proteins and hnRNPs bind to the SREs and enhance or

suppress splice site recognition and spliceosome assembly [5]. In vertebrates, intron

length varies from hundreds to thousands of nucleotides, and the median length of

an internal exon is about 137 nucleotides. In this context, an “exon definition” mech-

anism commits the upstream intron to splicing [8, 59]. This is achieved by pairing
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the 3’SS of the upstream intron with the 5’SS of the downstream intron across the

exon. Conversely, in lower eukaryotes with substantially shorter introns, an “intron

definition” mechanism triggers splicing by pairing the 5’SS with the downstream

3’SS within the same intron.

Figure 2-14: Alternative splicing events are classified into cassette exon
expression, alternative 5’SS or 3’SS usage, and intron retention. Figure
adapted from [12].

2.3 The interplay between cleavage and polyadeny-

lation and splicing

The interplay between splicing and CPA is a crucial component of the cotranscrip-

tional pre-mRNA processing [127, 159, 166]. Extensive evidence supports the func-

tional coupling between these two mechanisms. For instance, numerous splicing

factors have dual roles and serve in both splicing and polyadenylation, including

U2AF [84], PTBP1 [121], members of the Hu protein family [121], and others [52]

(see section 2.1.5). Furthermore, given that splicing and CPA factors both physi-

cally interact with the Pol II CTD, they may compete for access to the elongating

polymerase and counteract each other [114, 64]. Finally, empirical findings, such

as the association of IPA with weaker 5’SS and longer introns, along with mutage-

nesis studies on polyadenylation and splicing signals in plants, together suggest a

competitive interplay between splicing and IPA [159, 90].
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A decade ago, it was demonstrated that the spliceosome subunit U1 snRNP co-

transcriptionally suppresses premature CPA at cryptic intronic PAS in metazoan

cells, a phenomenon termed “telescripting” [72]. More recent studies have revealed

that U1 snRNP, when bound to the pre-mRNA, can form an inactive complex with

key CPA factors CFI, CPSF, and CSTF. In HeLa cells, these complexes are bound to

the transcripts around the cryptic PAS in approximately 1,500 genes, preferentially

those with longer introns. The inactivity of the complex is hypothesized to stem

from the lack of PABPN1 and CFIM68 factors [148].

Two general models have been proposed to explain the inhibition of cryptic in-

tronic PAS by splicing. The first, exemplified by the telescripting phenomenon,

is known as the “antitermination model” [160]. It suggests that splicing and CPA

factors competitively bind the Pol II CTD or the cis-regulatory elements of the pre-

mRNA [133, 72]. According to this model, cleavage at the intronic PAS does not

occur when splicing prevails over CPA (see Figure 2-15A). In the “kinetic model,”

the PAS is cleaved, but the splicing reaction initiates before the transcription ter-

mination. Thus, the cleavage occurs, but it does not affect the resulting mRNA

because the lariat containing the PAS is excised [160] (see Figure 2-15B). Both of

these models describe a dynamic counteraction between splicing and intronic CPA,

which is dependent on factors such as the polymerase velocity, intron length, and

the strengths of the splice sites and the polyadenylation signal.

A B

Pol II

CPA 
factors

5’SS

PAS

Lariat with 
a break

5’-3’ 
exonuclease

CPA factors

Figure 2-15: Two models for the inhibition of cryptic intronic PAS by
splicing. (A). The “antitermination model”: PAS is inaccessible to the CPA factors
due to the binding of splicing factors to the elongation complex. (B). The “kinetic
model”: PAS is accessible, but Pol II synthesizes the 3’SS quickly enough to initiate
the splicing reaction (left). The introduced break remains in the cut-out lariat
(right). Figure adapted from [160]
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Multiple studies have shown that the splicing of the terminal intron is linked to

the CPA of the pre-mRNA in metazoa [133, 134, 71, 26, 117, 34, 131]. On one hand,

elimination of the PAS suppresses splicing of the last intron [134]. This phenomenon

can be explained by the exon definition model of the splice site recognition, which is

prevalent in organisms with long introns (see 2.2). In this model, the splicing of the

last intron depends on the definition of the terminal exon, including the recognition

of the PAS [8]. On the other hand, mutations in the last 3’SS inhibit the 3’-end

processing and transcription termination [134]. Moreover, splicing factor binding to

the 3’SS, U2AF65, interacts with CFI and stimulates CPA in vitro [71, 111]. Thus,

3’SS recognition by the spliceosome is required for the 3’-end processing. These and

other observations suggest that the machineries for splicing and 3’-end processing

function as recruitment platforms for each other. Notably, their catalytic activity is

not required for the regulation of the complementary process [59, 134, 26].

In summary, the current body of research offers compelling evidence for the

functional interconnection between pre-mRNA splicing and CPA in metazoan cells.

These processes not only share regulatory factors but also exhibit a cooperative

relationship around the terminal exon and enhance each other’s efficiency. However,

within individual introns, splicing and CPA are competitive. Both the competitive

and cooperative interactions are influenced by numerous factors, such as intron

length, splice site strength, and the presence of other cis-regulatory elements.
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Thesis Objectives

The main goal of this dissertation is to systematically examine the interplay between

pre-mRNA splicing and intronic polyadenylation across human tissues by leveraging

a large-scale RNA-seq dataset from GTEx.

Specific aims of the study are

• To identify stably expressed PAS on a genome-wide scale across human tissues;

• To quantify the rate of tissue-specific cleavage and polyadenylation for the

identified PASs;

• To characterize the association between tissue-specific rates of intronic polyadeny-

lation and alternative splicing;

• To predict classes of tissue-specific alternative splicing events associated with

novel intronic PASs;

• To characterize the abundance and tissue-specificity of skipped and composite

alternative terminal exons;

• To examine the hypothesis on the kinetic counteraction between intronic polyadeny-

lation and splicing.
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Materials and methods

4.1 Genome assembly and transcript annotation

The February 2009 (hg19) assembly of the human genome and comprehensive GEN-

CODE transcript annotation v34lift37 were downloaded from Genome Reference

Consortium [21] and GENCODE websites [57], respectively.

4.2 Genome and gene partitions

To partition the genome, I considered genomic regions defined by the intervals anno-

tated in the GENCODE database. A region that was not covered by any annotated

transcript was classified as intergenic. A region was classified as 5’-UTR (respec-

tively, 3’-UTR) if it belonged to the 5’-UTR (respectively, 3’-UTR) of at least one

annotated protein-coding transcript. The rest of the protein-coding regions were

classified as ORFs, which were further subdivided into exonic, intronic, and alterna-

tive regions. A region was classified as constitutive exonic (respectively, intronic) if

it belonged to exonic (respectively, intronic) parts of all annotated transcripts that

overlap the region; otherwise, it was classified as alternative exonic.
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4.3 Matched RNA-seq and 3’-seq data

To validate the PAS identification procedure, I used a dataset containing matched 3’-

seq and RNA-seq samples of malignant B cells from chronic lymphocytic leukaemia [88].

Since the samples were matched, one could expect that the same PASs were ex-

pressed in both 3’-seq and RNA-seq experiments. Thus, I considered the PAS set

identified from 3’-seq data as one of the reference sets for validation. The RNA-seq

data were downloaded from the Gene Expression Omnibus website (GSE111793) in

fastq format and aligned to the reference genome using STAR v2.7 with the follow-

ing parameters:

–outSAMstrandField intronMotif –outFilterType BySJout

–outFilterMultimapNmax 20 –outFilterMismatchNmax 999

–outFilterMismatchNoverReadLmax 0.04 –alignIntronMin 20

–alignIntronMax 1000000 –alignMatesGapMax 1000000

–alignSJoverhangMin 8 –alignSJDBoverhangMin 1 [33].

Since the adenine runs at the 3’-ends of short reads from the 3’-seq dataset were

already trimmed, I mapped the reads to the same reference genome using HISAT2

mapper with the default parameters [78].

Gene expression was quantified from RNA-seq data with featureCounts pro-

gram based on exon coverage of protein-coding transcripts of the genes [93].

4.3.1 The identification of PAS from 3’-seq data

Reads generated by the 3’-sequencing technique correspond to adenine stretch start-

ing at the polyadenylation site and ∼50 preceding nucleotides of the mRNA. The

location of PAS can be identified as the start of the polyA run.

In the fastq files available in GEO, the adenine runs at the 3’-ends of short reads

were already trimmed. Consequently, the genomic position of a PAS corresponded to

the very end of each read. Additional information was required to establish, at which

end of the read the site was located. Precisely, if the mRNA was complementary

to the plus strand (the gene is on the minus strand), then PAS was at the leftmost

position of the aligned region and vice versa. Therefore, if a read was mapped to
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an annotated gene, this gene’s coding strand was used to determine the location

of the site. Practically, I selected all annotated genes that did not intersect with

a gene from another strand (14,922 out of 20,089 protein-coding genes). Then, the

bedtools intersect utility was used to identify reads that map to the selected

genes, and only these reads were considered in the downstream analysis [129]. The

coverage of the reads 3’-ends was computed using the bedtools utility with the

parameter genomecov -3, the coding strand of the corresponding gene was used

instead of the mapping/coding strand of the read. In the resulting bedgraph file,

all regions with coverage lower than ten reads were filtered out leaving only 8%

of positions, similar to the initial 3’-seq work where peaks with fewer than five

supporting reads were removed [92]. All adjacent intervals were then merged by

bedtools merge into clusters; the total number of read ends covering each resulting

interval characterised the usage of the PAS cluster.

4.3.2 The identification of PAS from RNA-seq data

To identify polyA reads, all reads containing a soft clipped region of at least 6 nts

were considered. I required that the reported nucleotide sequence of the clipped

region contain at least 80% T’s if the soft clip was in the beginning of the read,

and 80% A’s if the soft clip was in the end of the read. PolyA reads were pooled

by the genomic position of the first non-templated nucleotide, referred to as PAS

position; thus, each PAS was characterized by the number of corresponding polyA

reads i.e. polyA read support (Figure 5-1). The position of the soft-clipped region

within the read can be used to filter out duplicate reads that were generated by

PCR during the library preparation. However, due to the small dataset size, this

approach did not significantly improve the quality of PAS identification. PolyA

reads originating from genomic adenine-rich regions could contain non-templated

adenines due to PCR-induced errors and sequencing artefacts. Thus, PAS located

within adenine stretches were excluded from the analysis. Specifically, I located all

genomic loci with at least ten consecutive As or ten consecutive Ts (n=1,003,583)

and excluded the candidate PAS within these regions or adjacent to them.

Since multiple samples were used in the analysis, the read counts were pooled
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across them to increase the coverage of individual PASs. Pre-mRNA cleavage is

not completely deterministic but occurs with high frequency at the PAS and with

lower frequency at neighbouring positions [157]. Thus, adjacent individual PAS are

often clustered together. The appropriate distance threshold in the previous studies

varied between 8 and 12 nts [53, 157], so initially 10 nts were picked in this study.

The downstream analysis of PAS distribution around annotated TEs showed that

this number was adequate. PySAM suite was used to process the bam files [25].

To validate the pipeline, I assessed the accuracy of PASs predicted from RNA-seq

by comparing them with other data sources. The obvious way to quantify the overlap

between the two site sets is to count the number of overlapping PAS, however, this

approach does not account for the different read support (level of confidence) of the

predicted PAS. Thus, another metric was also applied: each PAS was assigned a

weight equal to its read support, and the weighted sums were calculated to estimate

the precision and recall values (5.1.1). The precision-recall analysis was restricted

to PAS clusters located in genes containing at least one RNA-seq-derived PAS and

at least one 3’seq-derived PAS. First, the 3’seq-based PAS cluster set and RNA-

seq-based PAS cluster set were both compared against annotated GENCODE TEs.

Next, the RNA-seq-based clusters were validated against the 3’-seq-based clusters.

The PAS cluster was considered a true positive if it was located within 10nts of a

PAS from the reference set.

4.4 GTEx dataset

4.4.1 The identification of PAS from RNA-seq data

GTEx RNA-seq data were downloaded from dbGaP (dbGaP project 15872) in fastq

format and aligned to the human genome assembly hg19 using STAR v2.7.3a in

paired-end mode [33].

Initially, the same pipeline for identification of PAS from RNA-seq data was

applied as in 4.3.2. As previously, the soft clip length threshold was 6 nts and its

A/T content threshold was 80%. In fact, the requirement of 80% A’s or T’s was

excessively strict since 87% of soft clip regions consisted entirely of A’s or T’s. 220
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samples that contained an exceptionally high number of polyA reads were excluded

from the analysis (Figure 4-1). Interestingly, they all corresponded to the Whole

Blood tissue type. PolyA reads were again pooled by the genomic position of the

first non-templated nucleotide, PAS position, which resulted in read counts (𝑓𝑖)

for each value of the overhang (𝑖). Each PAS was characterized by the number of

aligned polyA reads 𝑓 =
∑︀

𝑖 𝑓𝑖 and Shannon entropy of the overhang distribution

𝐻 = −
∑︀
𝑖

𝑝𝑖 log2 𝑝𝑖, where 𝑝𝑖 = 𝑓𝑖/𝑓 . Filtering the PAS by the Shannon entropy

values (𝐻 > 2) reduces the effect of PCR duplicates.

Figure 4-1: Samples with an exceptionally large number of polyA reads. A
diagram of the number of polyA reads (measured as BAM file size) of 9,135 GTEx
samples, of which 220 samples had an exceptionally large number of polyA reads
and were excluded from further analysis. The excluded samples are from the Whole
Blood tissue type.

After assessment of the initially identified PAS set two additional constraints of

the polyA reads were introduced. First, only uniquely mapped reads (NH:1) were

considered. Secondly, I excluded reads with average sequencing quality below 13,

which corresponds to the probability 0.05 of calling a wrong base.
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Figure 4-2: The final pipeline for PAS identification from GTEx RNA-seq
data.

Figure 4-3: The choice of thresholds for Shannon entropy and minimal
overhang length. The PAS identification procedure was carried out using an array
of thresholds on the minimal overhang length and Shannon entropy (𝐻). Shown
are the number of PAS (left) and the proportion of genes, in which an annotated
transcript end was identified within 100 bp of a PAS. The dashed line represents
the number of PAS reported in PolyASite 2.0. The condition 𝐻 ≥ 2 in combination
with the minimum overhang length of 6 nts (red) gives the optimal cutoff.
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To find optimal cutoffs, I repeated the above steps using an array of thresholds

on the minimal overhang length and Shannon entropy threshold 𝐻 and computed

the number of annotated gene ends that are supported by PAS (Figure 4-3). The

threshold 𝐻 ≥ 2 in combination with the minimum overhang length of 6 nts ap-

peared to be optimal since it captured 85% annotated gene ends and yielded 565,387

PAS, a number that corresponds by the order of magnitude to the size of the PAS

set reported in PolyASite 2.0 [58]. PASs that were located within 10 nts of each

other were merged into clusters (PASCs) using the GenomicRanges package [86].

4.4.2 Estimation of CPA precision

The precision of cleavage and polyadenylation position for annotated TEs was es-

timated based on the spread of the identified PASs around the TE, specifically the

interquartile range (IQR) of the PASs positions. For weighted IQR (wIQR) each

PAS is weighted by its polyA read support i.e. in wIQR calculations each PAS was

repeated n times, where n - polyA read support of the PAS.

𝑤𝐼𝑄𝑅 = 𝐼𝑄𝑅({𝑃𝐴𝑆1, ..., 𝑃𝐴𝑆𝑖, ..., 𝑃𝐴𝑆𝑖⏟  ⏞  
𝑠𝑖 times

, ..., 𝑃𝐴𝑆𝑁})

where 𝑠𝑖 = 𝑃𝐴𝑆𝑖 polyA read support, 𝑁 = number of PAS within 100nts of the

TE. All analyses with IQR calculation did not include TEs that had only one PAS

within 100 nts.

To estimate the stability of potential RNA structures around TEs, the differ-

ence of Gibbs energies for folded and unstructured forms (𝑑𝐺) were predicted using

RNAfold from the ViennaRNA with –noPS –noDP -p0 parameters [96], 100nt re-

gions upstream and downstream of the TEs were considered. To eliminate the influ-

ence of the GC content on the energy values, for each region, its counterpart with the

same nucleotide content but a shuffled sequence was generated. Then, the difference

between 𝑑𝐺 and 𝑑𝐺𝑠ℎ𝑢𝑓 was computed for each TE, 𝑑𝐺𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 = 𝑑𝐺− 𝑑𝐺𝑠ℎ𝑢𝑓 .
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4.4.3 Saturation analysis

For saturation analysis, downsampling was performed 10 times. For each subsam-

ple, all candidate PAS within 10 nts were clustered and the number of obtained

clusters was recorded (Figure 4-4). The number of obtained PASCs monotonously

increased with the number of samples and, accordingly, with the total number of

RNA-seq reads subjected to the analysis. I also estimated the number of PASCs

with polyA read support higher than 1, 10, 50 or 100 for each subsample, however,

these restrictions did not alter the shape of the curve.

Changes in number of PASCs with addition of new samples
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Figure 4-4: Saturation of PAS clusters. Number of PAS clusters identified from
random subsets of samples from the GTEx RNA-seq dataset. PASCs were formed
from all candidate PAS in the corresponding subsample; the total number of clusters
was ∼5mil.

To analyze PASCs newly identified in each subset a different approach was used.

Only candidate sites with substantial per-sample entropy value 𝐻𝑠𝑎𝑚𝑝𝑙𝑒 ≥ 2 were

clustered. The number of obtained clusters and their positions were recorded for each

subsample. This information was used to analyse the distribution of newly identified

PASCs among different regions of protein-coding genes (Figure 5-18, 5.1.5).

4.4.4 Precision and recall

The list of PASCs obtained from the GTEx RNA-seq data (referred to as GTEx)

was validated against two reference sets, the published set of PASCs inferred from
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the 3’-end sequencing (PolyASite 2.0, referred to as Atlas) and the set of annotated

TEs provided by GENCODE consortium (referred to as GENCODE). First, GTEx

and Atlas were both compared to GENCODE so that a PASC was considered a true

positive if it was located within 100 nts from an annotated TE as in the previous

studies [9, 16, 193]. The precision and recall metrics varied depending on the number

of supporting polyA reads (in GTEx) and the 3’-end sequencing read coverage (in

Atlas). For each comparison the point with maximum 𝐹1 = 2(𝑃−1 +𝑅−1)−1 metric

was identified.

4.4.5 Relative position in the gene

For each PASC, which is characterized by the interval [𝑥, 𝑦] in the gene [𝑎, 𝑏], where

𝑥, 𝑦, 𝑎, and 𝑏 are genomic coordinates on the plus strand, I defined 𝑝, the relative

position in the gene as 𝑝 = 𝑥−𝑎
(𝑦−𝑥)−(𝑏−𝑎)+1

for genes on the positive strand, and used

the value of 1 − 𝑝 for genes on the opposite strand. The values of 𝑝 outside of

the interval [0, 1] indicate that the PASC is located outside of the annotated gene

boundaries. PASC relative positions with respect to exonic and intronic regions

were computed similarly.

4.4.6 Read coverage and fold change

To quantify the extent, to which CPA happen at a specific PASC in a specific tissue,

I first calculated the read coverage genomewide for each GTEx sample by considering

only uniquely mapped reads (MAPQ=255 when processed via STAR mapper) with

bamCoverage utility using flags -binSize 10 -{}- minMappingQuality 255 [130]

and averaged the read coverage values between samples within each tissue using

wiggletools mean utility [188].

Next, I calculated the mean read coverage per nucleotide in 150-nt windows

starting 10 nts upstream and downstream of each PASC in each tissue (referred to

as 𝑤𝑖1 and 𝑤𝑖2) using multiBigwigSummary utility [130]. The fold change (𝑤𝑖1/𝑤𝑖2)

metric was computed using a pseudocount of 10−3. To take into account the varia-

tion between samples when assessing PASC usage, I followed the approach described
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previously [88] by detecting significant differences in read counts between the up-

stream and downstream windows (𝑝𝑎𝑑𝑗 < 10−3) using DESeq2 [98], separately in

each tissue.

Intronic PASCs (iPASCs) were defined as PASCs located within at least one

annotated intron of a protein-coding gene >200bp away from the closest annotated

splice site. An iPASC located within 100 nts from an annotated TE of a protein-

coding transcript (𝑛 = 3, 188) was categorized as an annotated STE (respectively,

CTE) if the terminal exon of the transcript fully belonged to the containing intron

(respectively, contained the interval from the 5’-splice site to iPASC). This catego-

rization yielded 1,136 CTEs and 1,948 STEs; 104 PASCs located near multiple TEs

were excluded due to the conflicting annotation.

In 5.2.1 I evaluated the CPA rate, at which it acts on the nascent pre-mRNA.

To account for the bias arising from intron degradation, I normalized the polyA

read count to the average read coverage in exons and introns. To estimate the

read coverage in constitutive exons, alternative exons, and introns, the total read

coverage values per nucleotide in GTEx samples were averaged between windows

(𝑤𝑖 and 𝑤𝑒) located in the respective regions, resulting in the normalization factors

of 3.3 · 106, 3.2 · 106, and 8.0 · 104, respectively.

4.4.7 Splicing metrics

To quantify tissue-specific alternative splicing associated with intronic PASCs, I

computed split read counts using the IPSA pipeline [125, 109]. The counts of split

reads were pooled within each tissue to compute the 𝜓 = 𝑎/(𝑎 + 𝑏 + 𝑐) metric,

where 𝑎, 𝑏, and 𝑐 are the number of split reads supporting the canonical splicing,

the number of split reads landing in the intron before iPASC, and the number of

continuous reads spanning the upstream exon-intron boundary, respectively. The

values of 𝜓 with the denominator below 30 were discarded as unreliable.
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4.5 Cleave-seq and 3’-RNA capping and pulldown

data

The results of Cleave-seq experiments in HeLa cells were downloaded from Gene Ex-

pression Omnibus (GEO) under the accession number GSE165742 (downloaded sam-

ples GSM5566266 – GSM5566269) in bigwig format [155]. The per-bin Cleave-seq

signal was computed around 5’-splice sites using the computeMatrix from deeptools

suit with the following parameters: reference-point -a 150 -b 20 -bs 5 -{}

-nanAfterEnd -{}- missingDataAsZero -{}-skipZeros and consequently aver-

aged between replicas and introns for visualization.

The 3’-RNA capping and pulldown (3’-PD) data in U2OS cells [102, 101] were

downloaded from GEO under the accession number GSE84068 including three 3’-PD

replicas (GSM2226722–GSM2226724) and three total polyA(+) RNA-seq replicas

for normalization (GSM2226713–GSM2226715). The per-bin coverage around 5’-

splice sites was computed as for Cleave-seq. For visualization, the 3’-PD coverage

values were averaged between replicates, normalized to the respective total RNA-seq

coverage in each bin of each intron, and averaged between introns.
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Results

5.1 De novo PAS identification from RNA-seq data

A fraction of the reads from the traditional polyA(+) RNA-seq protocol map only

partially to the genome because they contain stretches of non-templated adenines

from the polyA tails. These reads are referred to as polyA reads. The mapping

positions of these reads can be used to identify the PASs.

The developed pipeline processes BAM files and outputs a set of predicted PAS

(see 4.3.2 and 4.4.1). The first script isolates polyA reads, defined as reads with a

soft-clipped region of at least six nucleotides, of which 80% or more are adenines.

Subsequently, the genomic position of the first non-templated nucleotide in each

polyA read is determined (see Figure 5-1). These positions constitute the prelimi-

nary PAS set.

In the following steps, this preliminary set undergoes filtration to minimize false

positives. By definition, a polyA read’s alignment contains a soft-clipped region,

termed here as the overhang (Figure 5-1). Thus, each predicted PAS is characterized

by both the number of supporting polyA reads (read support) and the distribution

of the lengths of their overhangs. Our confidence in a PAS correlates with the

variability of this distribution, quantified by the Shannon entropy (denoted as 𝐻,

see 4.4.1), as well as the read support. Therefore, in the second step of the pipeline,

PAS with low entropy values are excluded. Entropy-based filtering also eliminates

PAS with insufficient read support and reduces the influence of the duplicate reads
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generated by PCR during library preparation.

Since the sequencing of mononucleotide repeats is prone to high error rates, PAS

in genomic adenine-rich regions are often falsely identified. This happens because

unmapped adenines at the ends of the polyA reads stem from sequencing errors

rather than the polyA tail. Thus, any predicted PAS located in these adenine-rich

regions are also removed.

Figure 5-1: The identification of PAS. The alignments of short reads with non-
templated adenine-rich ends (polyA reads). The genomic position of the first non-
templated nucleotide corresponds to a PAS. The length of the soft clip region is
referred to as the overhang.

Finally, the predicted PASs located within 10 nts of each other are merged, and

the result is returned as a separate PAS cluster (PASC) set. A detailed description

of the pipeline is provided in Chapter 4, specifically in Sections 4.3.2 and 4.4.1 for

the analysis of the small and large datasets, respectively.

The reads with non-templated adenine stretches could also result from misalign-

ment, reverse transcription, or sequencing artifacts in genomic adenine- or thymine-

rich regions. Thus, I primarily assessed the accuracy of the PASs predicted from

RNA-seq by comparing them to PAS from other data sources.

5.1.1 Matched RNA-seq and 3’-seq dataset

First, I analyzed a dataset containing matched 3’-seq and RNA-seq data [88]. The

developed pipeline for polyA read analysis was applied to the 13 RNA-seq samples,

which had a total of approximately 0.7 billion reads (see 4.3.2). This processing

yielded roughly 400,000 reads with non-templated adenines, 202,216 predicted PAS,
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and 186,249 PAS clusters with varying levels of polyA read support. Consistent

with previous reports, only 16% of the predicted PAS were backed by multiple

polyA reads. The 3’-seq data was processed as described by the authors of the

protocol [92] (4.3.1), resulting in 194,488 3’-seq-based PAS clusters with a median

coverage density of around 20 reads per nt.

3901

RNA-seq 3’-seq
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Figure 5-2: Genes with PAS in RNA-seq and 3’-seq data. (A) Venn diagram
of genes containing at least one PAS from RNA-seq (blue) and 3’seq (green) data.
(B) Histograms of levels of gene expression for the genes grouped by the presence
of PAS from RNA-seq and/or 3’-seq dataset. Gene sets are coloured in the same
way as in A: green - genes containing only PAS from RNA-seq based set, blue - only
from the 3’-seq-based set, violet - genes with PAS from both sets, red - no PAS were
identified in the gene.

Since the samples were matched, it was expected that the 3’-seq and RNA-seq

datasets would contain reads from the same genes. However, PAS in only about 4,000

genes were identified by both methods, while each method individually predicted

PAS in over 7,000 genes (Figure 5-2A). Notably, 3’-seq often did not detect PAS in

many highly expressed genes (Figure 5-2B). This discrepancy partially stems from

the fact that genes that intersect with a gene from another strand were excluded

from the 3-’seq data analysis (see 4.3.2). The primary aim of this study was to

compare the PAS positions identified by the two methods. Therefore, to minimize

the effect of discrepancies between the gene sets, subsequent analyses were limited
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to genes harbouring both 3’-seq- and RNA-seq-derived PAS (n=3398).

I clustered adjacent candidate sites and evaluated the precision and recall of the

PASs in relation to the PAS set derived from 3’-seq data at varying polyA read

support levels (Figure 5-3, bottom right). Precision was defined as the proportion

of predicted PASs located within 10 nts of a PAS derived from 3’-seq data, and

recall was defined as the proportion of 3’-seq-derived PASs that had a predicted

PAS within 10 nts. This method of quantifying the overlap between the two sets did

not account for the different confidence levels of the predicted PAS. Thus, another

metric was also applied: each PAS was assigned a weight equal to its read support,

and the weighted sums were calculated to estimate the precision and recall (Figure 5-

3, top right). At the highest 𝐹1 measure (defined in 4.4.4), nearly 70% of the PAS

from 3’-seq were captured by RNA-seq, with a precision of 63%. As anticipated,

precision consistently decreased with diminishing read support for the PAS.

The 3’-seq protocol has its limitations. It’s susceptible to various sequencing

artefacts typical of homopolymers, and as previously mentioned, its efficiency can

vary across genes. Additionally, oligo(dT) primers used in the 3’-seq protocol can

anneal to genomic A-rich regions, yielding a sequence of adenines that is indiscernible

from the poly(A) tail [194, 138]. This led me to utilize the set of annotated transcript

ends as a more conservative reference set (Figure 5-3, top left).

The precision of PAS identified from RNA-seq surpassed that of PAS derived

from 3’-seq in a narrow region corresponding to highly covered transcripts. However,

beyond this region, RNA-seq identifies far fewer annotated PAS compared to 3’-

seq. Furthermore, when I analyzed just the number of overlapping PAS without

considering read support, the performance deteriorated (Figure 5-3, bottom). This

emphasizes that only well-supported sites are reliable. Such findings suggest that

the coverage of non-templated adenines provided by the 13 RNA-seq samples isn’t

sufficient to pinpoint genuine annotated PAS. Consequently, I explored the efficacy

of the developed approach on a more extensive RNA-seq dataset.
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RNA-seq and 3’-seq vs GENCODE RNA-seq vs 3’-seq

x=0.41
y=0.17

x=0.57
y=0.22

Figure 5-3: Precision-recall curves for PASs validation against 3’seq-based
set and GENCODE. The comparison of PAS identified from RNA-seq and 3’-seq
vs. GENCODE (left) and RNA-seq vs. 3’seq (right) in terms of the polyA reads
(top) and the number of PAS clusters (bottom) using precision (𝑃 ) and recall (𝑅)
metrics (4.3.2). The curves are obtained by varying the threshold on polyA read
support. The values of precision and recall with the largest 𝐹1 metric are shown.

5.1.2 GTEx – a large-scale dataset

As a larger RNA-seq panel, I utilized the Genotype Tissue Expression project

(GTEx) dataset, which encompasses over 10,000 RNA-seq samples from 31 human

tissues [109]. Since 3’-seq data for these samples were not available, I opted to use

the consolidated atlas of PAS derived from 3’-end sequencing and similar protocols

(PolyASite 2.0 [58], henceforth referred to as “Atlas”) as the primary reference.

The developed pipeline was applied to 9,021 GTEx RNA-seq experiments, ex-

cluding samples with anomalously high numbers of polyA reads (4.4.1, Figure 4-1).

Out of approximately 554 billion input reads, around 562 million (0.1%) polyA reads

were obtained, which led to 37,300,049 potential PAS. Approximately 1,5% of them

were located within adenine-rich genomic tracks.

As discussed in 5.1, confidence in a PAS correlates not only with the read support
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but also with the variability in the overhang distribution, measured by the Shannon

entropy. Only 20% of potential PAS were supported by polyA reads with a variety of

overhang lengths (i.e., possessed non-zero entropy). Initially, I set a threshold value

proximate to the 0.95 percentile: PAS with entropy greater than 2 were included in

further analysis (n=1,446,521). To illustrate, an entropy of 2 characterises a PAS

supported by four polyA reads, with each read featuring a unique overhang length.

To classify the distribution of PAS across genomic regions, I partitioned the

human genome into distinct intervals corresponding to protein-coding genes, non-

coding genes, and intergenic areas. Altogether, 548,478; 126,977; and 771,066 PAS

were located in these respective sections. The magnitude of polyA read support

diverged across the genomic sections. For instance, 20%, 10%, and 4% of PAS were

backed by 100 or more polyA reads in protein-coding, non-coding, and intergenic

areas respectively (Figure 5-4A). All in all, a greater number of candidate PAS

were identified in intergenic regions than in protein-coding ones. Given that many

intergenic PAS might be false positives, I imposed more rigorous selection criteria

for polyA reads.

Sequencing 
quality

&
unique 

mapping

A B

Figure 5-4: PAS in genomic regions. (A) The polyA read support of PAS in
protein-coding genes, non-coding genes, and intergenic regions. The number of PASs
in each group is indicated in the inset. (B) Same but after filtering the polyA reads
by sequencing quality and number of mapping hits (NH1). The fraction of PAS
located in protein-coding regions increased substantially.

RNA-seq reads with incomplete alignment to the genomic reference map only

partially, which elevates the relative importance of sequencing quality for each

mapped nucleotide. Therefore, for PAS identification, I only considered polyA reads
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with an average sequencing quality of 13 or higher, which corresponds to the proba-

bility 0.05 of calling a wrong base. This filtration considerably diminished the count

of polyA reads from 562 million to 468 million and resulted in 10,782,482 candidate

PAS.

RNA-seq reads with partial alignment to the genomic reference tend to map to

multiple locations. Hence, I adopted a conservative approach and considered solely

the uniquely mapped reads (see 4.4.1). Out of approximately 356 billion uniquely

mapped reads, around 413 million (0.11%) polyA reads were obtained. Approxi-

mately 9.6 million candidate PASs were identified from these uniquely mapped polyA

reads with good average sequencing quality. Broadly speaking, rigorous supervision

of sequencing and mapping quality for the polyA reads reduced the candidate sites

count by 65%. The mean adenine content in soft clipped portions of the chosen

polyA reads stood at 98%, surpassing the initial 80% threshold, indicating that the

selected short reads indeed contain polyA tails.

Once again, I evaluated the diversity of polyA reads supporting the PASs. Out

of the 9.6 million prospective PASs, 2.1 million (22%) possessed 𝐻 ≥ 1 and 565,387

(6%) had 𝐻 ≥ 2. Furthermore, the distribution of PASs across distinct genomic

regions changed substantially. 336,045; 49,665; and 179,677 PASs were identified

within protein-coding genes, non-coding genes, and intergenic areas respectively

(Figure 5-4B). It is worth noting that PAS from protein-coding segments domi-

nated the set. Fluctuations in polyA read support across different genomic regions

remained the same.

In further analysis, I persisted with the threshold 𝐻 ≥ 2 as it yielded a list of

PASs that matched by the order of magnitude the consolidated atlas of polyadeny-

lation sites from 3’-end sequencing [58] and encompassed a substantial number of

annotated gene termini (4.4.1, Figure 4-3). A detailed comparison of the PAS col-

lection from the GTEx RNA-seq data versus the polyadenylation atlas and TEs an-

notated by the GENCODE consortium is discussed in a subsequent section (5.1.4).

Out of the 565,387 PASs with 𝐻 ≥ 2, 331,563 contained a sequence motif similar

to the canonical consensus CPA signal (NAUAAA, ANUAAA, or AAUANA) within

the preceding 40-nt sequence [152, 162]. Such PASs will henceforth be referred to
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protein-
coding
genes

noncoding
genes

intergenic
regions

Number of PAS 336,045 49,665 179,677
length, Mb 1,374.032 583.840 4,233.482
Density per Mb 244,5 85,1 42,4

Table 5.1: PAS in genomic regions.

as PASs with a signal. In the other two genomic regions, 61% and 39% were PASs

with a signal, respectively.

As expected, protein-coding regions had the largest density of PASs per megabase

(Table 5.1). However, a large absolute number of PASs in intergenic regions, includ-

ing PASs without canonical consensus CPA signals, points at a remarkable number

of RNA Pol II transcripts that are transcribed from them consistently with the

current knowledge on pervasive transcription [68, 32, 56].

5.1.3 Estimation of CPA precision from individual PAS po-

sitions

An example of a gene that is highly covered by polyA reads is RPL5, which encodes a

component of the 60S subunit of the Ribosome (Figure 5-5). I identified several PASs

in the vicinity of its annotated transcript end (TE), some of which were supported

by as many as 100,000 polyA reads with more than 20 different overhangs. In line

with previous studies, instead of a single peak, I observed a relatively dispersed

cluster of PASs spanning twelve nucleotides [157]. The manual inspection confirmed

that the RNA-seq read alignments ending at all these positions indeed were followed

by non-templated polyA tracks, thus indicating that the observed pattern was due

to biological stochasticity and not mapping artefacts. The 3’-seq read coverage in

the RPL5 locus also followed this pattern (Figure A-1). Remarkably, the number

of polyA reads decayed with the increase in the length of the overhang (Figure 5-

5, bottom). This decrease could result from the mapping bias, in which a lower

fraction of reads with larger soft clip regions can be mapped uniquely, or be a

consequence of degradation of the substrates possessing multiple terminal adenines
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by exonucleases [189].

Figure 5-5: The width of PAS groups. Example. The 3’-end of the RPL5
gene is highly covered by polyA reads. Top: the positional distribution of the
number of polyA reads (in log scale) and the number of staggered polyA reads (i.e.,
the number of different overhangs). Bottom: the distribution of overhangs at the
indicated positions (in log scale).

Large variability of PASs positions in RPL5 motivated me to explore the dis-

tribution of distances from each PAS to its closest annotated TE in protein-coding

genes (Figure 5-6A). Among PASs that were located within 100 nts from an anno-

tated TE, the median distance to the TE was 5 nts, 71% fell within 10 nts, and

78% of PASs with a signal did so. Additionally, for each annotated TE, I computed

the interquartile range (IQR) of the distances to all PASs located within 100 nts,

excluding TEs with a single PAS (Figure 5-6B). Approximately 83% of TEs had an

IQR below 10 nts, and 87% of TEs did so when considering only PASs with a signal.
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A B

Figure 5-6: PAS around annotated TEs. (A) The distribution of distances
from each PAS to its closest annotated transcript end (TE) for PAS with (green,
𝑛 = 122, 448) and without a signal (orange, 𝑛 = 22, 361). (B) The distribution
of IQRs of distances from neighbouring (within 100bp) PAS to each annotated TE
with (green) and without a signal (orange).

To explore the frequency of CPA events at each PAS around TEs, I analyzed the

distribution of the polyA reads and computed the IQRs of PAS positions weighted

by their polyA read support (or “weighted IQR”). These tend to be lower than

the unweighted IQRs (Figure 5-7, bottom panel, details in 4.4.2). This observation

suggests that PASs with higher read support are located close to each other. It also

implies that CPA occurs with higher frequency at “strong” 3’-end processing sites

and with lower frequency at the surrounding positions.

63



Chapter 5. Results 5.1. De novo PAS identification from RNA-seq data

A

B

Figure 5-7: TEs with signal tend to be surrounded by narrow PAS groups.
(A) IQRs of distances from neighbouring PAS to each annotated TE with (green)
and without a signal (orange). (B) IQRs of distances from neighbouring PAS to
each annotated TE weighted by the PAS read support, can be a proxy for the IQR
of the CPA events around the TE. Details about wIQR in 4.4.2.
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Figure 5-8: An example of a transcript end with an imprecise cleavage
point. The 3’-end of the ENST00000442760 transcript in the TPT1 gene is sur-
rounded by multiple PASs. The gene plays a role in carcinogenesis and encodes a
regulator of cellular growth and proliferation. The plot shows the positional distri-
bution of the polyA reads.

The polyA reads provide a snapshot of CPA at single nucleotide resolution,

which reveals that PASs form peaks of varying widths around the TEs (Figures 5-

5, 5-8). This observation indicates that the precision of the CPA machinery is

highly variable, producing either narrow clusters of closely spaced PASs or broader

regions with imprecise cleavage points. These findings prompt a question about

the determinants of CPA precision across different PAS classes, which I sought to

address. The first noted feature was the presence of the polyadenylation signal,

associated with narrower PAS groups (Figure 5-6B, 5-7; one-sided Wilcoxon rank

sum test p-value for smaller weighted IQRs in the “+ signal” group was < 10−16).
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Moreover, this effect was most pronounced for TEs with a polyadenylation signal

located 18 to 15 nts upstream of the TE (Figure 5-9). As another known CPA motif

is the GU/U-rich region 20 nts downstream of the PAS, I also analyzed the influence

of GU-content in the downstream region [162] but did not observe any significant

effect (Figure 5-10).
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Figure 5-9: TEs with signal tended to be surrounded by narrow PAS
groups. (A) Distribution of the polyadenylation signal positions relative to the
TE. Color-coded by the quartiles. (B) Boxplots representing the IQRs of distances
from neighbouring PAS to each annotated TE, weighted by the PAS read support.
TEs were grouped by the quartile of the distance from the signal to the TE.

D
ow

ns
tre

am
 

G
 c

on
te

nt
D

ow
ns

tre
am

 
G

U
 c

on
te

nt
D

ow
ns

tre
am

 
U

 c
on

te
nt

Figure 5-10: GU content did not affect the width of the PAS groups. Box-
plots representing the IQRs of distances from neighbouring PAS to each annotated
TE, weighted by the PAS read support. TEs are grouped based on the high and
low G, GU or U content in the 20 nts region downstream of the TE. Only TEs with
content values from the upper and lower quartiles are shown. Plots are color-coded
by the quartile: high (yellow) and low content (violet). Asterisks represent the p-
values of the one-sided Wilcoxon rank sum test (* ≤ 0.05, ** ≤ 0.01, * * * ≤ 0.001).
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Next, I examined potential determinants related to the genomic sequence, specif-

ically the frequency of all potential bases within 50 nts of the TE (Figure 5-11).

The adenine content in the downstream region exhibited the most substantial effect

on the IQR value, with broader PAS groups correlating with higher A frequency.

G-content around the TE, both upstream and downstream, also significantly influ-

enced the IQR of the PASs distribution. The CFII subunit PCF11, which binds

RNA downstream of the PAS, has a preference for G-rich sequence elements [141].

This preference aligns with thinner PAS clusters observed for TEs with high down-

stream G-content. Interestingly, a similar significant association was observed for

downstream C content.
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Figure 5-11: Other determinants of the PAS cluster widths related to the
genomic sequence. Boxplots representing the IQRs of distances from neighbouring
PASs to each annotated TE, weighted by PAS read support. TEs are grouped based
on the high and low A, T, G, or C genomic content within the 50-nt region either
upstream or downstream of the TE. Only TEs with content values from the upper
and lower quartiles are shown. Boxplots are color-coded by the quartile: high content
(yellow) and low (violet).

Given that high GC content is linked to a greater likelihood of secondary struc-
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ture formation, I hypothesised that the distribution of CPA events might be influ-

enced by RNA secondary structures. To investigate this, I assessed the stability of

RNA secondary structures formed in the regions 100 nts upstream and downstream

and found that a higher absolute difference in Gibbs energy in the downstream region

corresponded with narrower PAS groups (Figure 5-12). However, after adjusting for

the effect of nucleotide content in the sequence (4.4.2), this association was no longer

evident (Figure 5-12, bottom plot). Since the stability of these structures is also in-

fluenced by A-content, I deduced that the observed impact of nucleotide content on

CPA precision might arise from artefacts linked to the A-richness of the downstream

region. While PAS at the boundaries of adenine genomic runs were excluded (5.1.1),

regions with high A content slightly below the threshold could still produce spurious

PASs.

A

B

D
ow

ns
tre

am
 

G
C

 c
on

te
nt

U
ps

tre
am

 G
C

 c
on

te
nt

D
ow

ns
tre

am
 --

dG
U

ps
tre

am
 --

dG
D

ow
ns

tre
am

 
--

dG
(s

tru
ct

ur
e)

Figure 5-12: Stability of RNA secondary structures forming in the up-
stream and downstream regions as a possible cluster width determinant.
Only TEs with energies from the upper and lower quartiles are shown. Boxplots
are color-coded by the quartile: high content (yellow) and low (violet). The caption
continues onto the following page.
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Figure 5-12: (Previous page.)(A) Boxplots representing the IQRs of distances from
neighbouring PASs to each annotated TE, weighted by the PAS read support. TEs
are grouped based on the GC content in the 100nts region downstream (top) or up-
stream (bottom) of the TE. (B) Boxplots representing the IQRs of distances from
neighbouring PASs to each annotated TE, weighted by the PAS read support. TEs
were grouped by the high and low Gibbs energies of the corresponding upstream/-
downstream structure (upper and middle plots). Gibbs energies were calculated
via RNAfold [96]. For the bottom boxplot TEs were grouped by the Gibbs en-
ergy corresponding to the secondary structure formation (not the AT/GC content
of the sequence). The 𝑑𝐺𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 was estimated by subtracting the Gibbs energies
of shuffled sequences (see 4).

In the distribution of distances from each PAS to its closest annotated TE in

protein-coding genes (Figure 5-6), approximately 83% of TEs had an IQR below

10 nts. When considering only PASs with a signal, this fraction increased to 87%.

This variability in PAS positions is consistent with findings from a massively parallel

reporter assay [162] and the seminal work by B. Tian et al [157]. As a result, I chose

to combine PASs located within 10 nts of one another (Figure 5-13), which yielded

318,898 PAS clusters (PASCs). Of these, 90% were 10 nts or shorter, 72% contained

a unique PAS, and 99% comprised fewer than ten individual PASs (Figure 5-14).

In the following analyses, a PASC will be termed a “PASC with a signal” if it

includes at least one individual PAS with a signal. The polyA read support for a

PASC is determined by the cumulative number of supporting polyA reads across its

individual PASs.

Figure 5-13: PAS clusters. PASs located <10 bp from each other are merged into
a PAS cluster (PASC).
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A B

Figure 5-14: PASC characteristics. (A) The distribution of the number of indi-
vidual PAS in the cluster for GTEx PASCs. (B) The distribution of cluster widths
for GTEx PASCs and Atlas clusters.

5.1.4 The PASC set validation

I next examined how PASCs identified from GTEx RNA-seq data compared to those

in the consolidated polyadenylation atlas (PolyASite 2.0 [58]) and TEs annotated by

the GENCODE consortium [57]. To evaluate this, I enclosed TEs from GENCODE

within 100-nt windows and assessed pairwise intersections among the three datasets

(Figure 5-15). The precision of GTEx in relation to GENCODE, i.e., the propor-

tion of PASCs from GTEx situated within 100 nts of an annotated TE, surpassed

that of PolyASite 2.0. However, its recall, i.e., the proportion of annotated TEs

supported by at least one PASC from GTEx within 100 nts, was less. In contrast,

the precision of GTEx with respect to PolyASite 2.0 was lower compared to that of

GENCODE, while the recall was higher. This trade-off between precision and recall

persisted when reducing the window around TEs to 50 nts and also when focusing

on intronic PASCs (Figure A-3). This analysis suggests that GTEx RNA-seq data

provides a slightly more conservative set of PASCs than PolyASite 2.0. The benefit

of using GTEx PASCs is that RNA-seq provides a snapshot of alternative splicing

and polyadenylation assessed in the same conditions.
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Figure 5-15: PASCs validation. Pairwise comparison of PASs inferred from
GTEx, PolyASite 2.0 (Atlas), and GENCODE. Left: the proportion of PASCs from
Atlas or GTEx that are supported by GENCODE (precision) and the proportion of
PASCs from GENCODE that are supported by Atlas or GTEx (recall). Middle: the
proportion of PASC from GENCODE or GTEx that are supported by Atlas (preci-
sion) and the proportion of PASC from Atlas that are supported by GENCODE or
GTEx (recall). Right: the proportion of PASC from Atlas or GENCODE that are
supported by GTEx (precision) and the proportion of PASC from GTEx that are
supported by Atlas or GENCODE (recall).

Similarly to section 5.1.1, I probed the relationship between precision and recall

for GTEx and PolyASite 2.0, with weighting the PAS by their polyA read support

(Figure 5-16). Specifically, I selected PASCs in protein-coding genes that were

expressed in both datasets and estimated the precision and recall in relation to

TEs from GENCODE across various polyA read support levels. Importantly, out

of approximately 20,000 protein-coding genes, 18,271 contained at least one PASC

from both datasets.

The precision and recall metrics varied depending on the PAS support and

reached the optimal 𝐹1 (4.4.4) score when 𝑃 = 0.57−0.58 and 𝑅 = 0.49−0.51 (Fig-

ure 5-16, top left). For PASCs weighted by polyA read support, these metrics demon-

strated superior performance reaching an optimal 𝐹1 score with 𝑃 = 0.83−0.86 and

𝑅 = 0.73 − 0.76 (Figure 5-16, bottom left). In relation to Atlas GTEx exhibited

moderate performance with 𝑃 = 0.66 and 𝑅 = 0.30. Notably, a significant fraction

of PASCs from Atlas were undetected (Figure 5-16, top right). Yet, when weight-

ing PASCs by the number of polyA reads, precision and recall improved to 0.92

and 0.97, respectively. This suggests that GTEx primarily overlooks PASCs with

minimal read support (Figure 5-16, bottom right).
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Remarkably, when compared to the annotated TEs, the two datasets showed

nearly identical performance but often identified distinct low-expression sites (Fig-

ure 5-16, top row). This suggests that they can be combined to obtain a set of

high-confidence PAS. In summary, further analysis verified the substantial consis-

tency between the two PAS sets. The larger dataset substantially enhances the

quality of polyA-read-based de novo PAS identification from RNA-seq data.

Figure 5-16: Precision-recall curves for PASCs validation against Atlas and
GENCODE. The comparison of PASCs from GTEX and Atlas vs. GENCODE
(left) and GTEX vs. Atlas (right) in terms of the number of PASCs (top) and the
number of polyA reads (bottom) using precision (𝑃 ) and recall (𝑅) metrics. The
curves are obtained by varying the threshold on polyA read support. The values of
precision and recall with the largest 𝐹1 metric are shown.

Given that 85% of the newly identified PASCs lacked an annotated TE within

100 nts, my focus shifted to this cohort (denoted as unannotated PASCs). I exam-

ined their relative position within the gene, which is equal to 0% and 100% for the

5’-end and 3’-end of the gene, respectively (Figure 5-17A). Even when TEs were

excluded from consideration, a pronounced rise in PASC density towards the 3’-end

was evident for both signal-present and signal-absent groups. A subtler increase was
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discernible at the 5’-end. This reinforces the prevalent trend of PASCs appearing

more frequently towards a gene’s 3’-end, a pattern mirrored by the unannotated

PASCs from Atlas (Figure 5-17B). Notably, 89% of the PASCs listed in Atlas also

lacked an annotated TE within 100 nts, thus raising a concern about the biological

relevance of these unannotated PASCs and their role in premature transcription

termination.

A

B

Figure 5-17: Unannotated PASCs in protein-coding genes. The relative po-
sitions of unannotated PASCs (i.e., ones not within 100 bp of any annotated TE)
along the gene length. 0% and 100% correspond to the 5’-end and 3’-end of the gene,
respectively. The inset shows the distribution of absolute positions of unannotated
PASCs around the gene end. (A) PASCs from GTEx, (B) clusters from Atlas.

5.1.5 Saturation analysis

Analysis of the GTEx RNA-seq dataset yielded 150 times more predicted PAS than

the processing of the small 13-sample dataset. To determine how much the number

of identified PAS might increase with a further increase in total sequencing depth,

I conducted a down-sampling saturation analysis (4.4.3). The number of PAS clus-

ters observed consistently rose as more RNA-seq reads were incorporated into the

analysis (Figure 4-4).

Subsequently, the PAS identification pipeline was applied to expanding subsets of

the GTEx RNA-seq dataset. I slightly adjusted the pipeline and filtered the PASCs
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using a per-sample entropy criterion of𝐻𝑠𝑎𝑚𝑝𝑙𝑒 ≥ 2. Nonetheless, the count of PASCs

grew steadily with the sample size and, consequently, with the aggregate number

of RNA-seq reads analyzed (Figure 5-18A). Notably, the rate of newly detected

PASCs per sample decelerated as the total read depth approached its maximum.

This continuing growth implies that the PAS set may not yet be exhaustive for the

31 human tissues represented, or there may be a need for additional measures to

minimize false positives. Intriguingly, while the initial thousands of PASCs primarily

localized within 3’-UTRs, after accumulating more data, roughly one-third of the

newly identified PASCs emerged in non-UTR regions (Figure 5-18B).

A

B

Figure 5-18: PAS clusters in protein-coding regions at various saturation
stages. (A) Count of PAS clusters derived from increasing subsets of samples
within the GTEx RNA-seq dataset. Sample permutations did not influence the
general trajectory of the curve.(B) The distribution of PASCs newly identified in
the respective samples across 5’-UTRs, ORFs, and 3’-UTRs. The color signifies the
sample set: red represents the 1st to the 2000th sample, dark orange denotes the
2001st to the 4000th, and so forth.
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5.2 Intronic polyadenylation and splicing

5.2.1 PAS clusters in protein-coding regions

I next focused on a subset of 164,497 PASCs situated within protein-coding genes and

examined their distribution across different gene regions, namely the 5’-untranslated

region (5’-UTR), the 3’-untranslated region (3’-UTR), and the open reading frame

(ORF). By definition, the ORF did not encompass any annotated TEs, so the PASCs

located there were novel. Each ORF was further dissected into intronic, constitu-

tive exonic, and alternative exonic sections (see 4.2). Given that these regions vary

in length, I assessed PASCs based on both their absolute count and their density,

defined as the number of PASCs per nucleotide. Additionally, I evaluated the fre-

quency of PASCs usage by accounting for their polyA read support (Figure 5-19,

Table A.1).

Figure 5-19: PASCs in protein-coding regions. (A) The distribution of PASCs
in 5’-UTRs, ORF, and 3’-UTRs. Shown are the total number of PASC (PASC
count), PASC density per Kb (PASC density), the total number of polyA reads
(polyA read count), and the total number of polyA reads per kb (polyA read den-
sity). (B) The distribution of PASCs from ORF in introns, constitutive exons, and
alternative exons. PASC located within 2bp of exon borders were excluded.

As anticipated, 3’-UTRs and ORFs contained a considerable number of PASCs.

However, the highest density of PASCs was observed in 3’-UTRs because ORFs

are typically longer (Figure 5-19A). This concentration in 3’-UTRs became even

more evident when considering the number of polyA reads. While introns held the

majority of PASCs in absolute terms, their density ranked the lowest after normal-
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ization (Figure 5-19B). Sequence analysis revealed that every spliced protein-coding

transcript harboured a cryptic intronic PAS, i.e., it possessed a motif resembling

the canonical consensus CPA signal within an intron. Hence, over 82% of these

transcripts included at least one intronic PASC from either GTEx or PolyASite2.0

(68,060 out of 82,506).

The positional distribution of PASC showed a distinct peak towards the end

of exonic regions and the beginning of intronic ones (Figure 5-20). Specifically,

PASC density was significantly elevated in the final nucleotides of exons (and the

initial ones of introns). Similar peaks were observed for PolyASite 2.0 (Figure 5-21).

Although both PAS sets displayed these spikes, a detailed examination of individual

events indicated they might be artifacts from the mapping procedure (discussed in

chapter 6).

Figure 5-20: Positional distribution of PASCs from GTEx in exons and
introns. The relative (top) and absolute (bottom) positions of PASCs from GTEx
in constitutive exons and introns.

75



Chapter 5. Results 5.2. Intronic polyadenylation and splicing

Figure 5-21: Positional distribution of PolyASite 2.0 clusters in exons and
introns. The relative (top) and absolute (bottom) positions of PASCs from Atlas
in constitutive exons and introns.

Despite the low density, intronic PASCs were quite frequent by absolute number,

and among them, there could be PASCs leading to premature CPA. Current models

assume that introns containing PASs cannot undergo splicing after they are cleaved

and polyadenylated [158]. In this work I challenged this assumption by supposing

that splicing and CPA machineries can operate on the same pre-mRNA simultane-

ously, and that the spliceosome, once assembled on the intron, can complete intron

excision even after CPA has already occurred in it. In this case, the co-occurrence of

the two processes would result in short polyadenylated RNAs that could be present

in the cell for some time before they are degraded by 5’exonucleses. Thus, products

of some of the intronic CPA events would still be visible in RNA-seq as polyA reads

despite intron removal. The extent, to which it happens, may depend on intron

debranching and degradation rates as well as on other intron-specific factors such

as RNA secondary structure or RNA G-quadruplex formation [196, 11].

To estimate the CPA rate, at which it acts on the nascent pre-mRNA, and to

account for the bias arising from intron degradation, I normalized the polyA read

count to the average read coverage in exons and introns. I discovered that the

relative density of polyA reads within introns is substantially larger than within

exons (Figure 5-22, Table A.2).
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Figure 5-22: Fraction of polyA reads. The number of polyA reads normalized
to the average read coverage in each region (defined as the number of polyA reads
per million aligned reads; see 4.4.6 for details).

Furthermore, I matched introns and constitutive exons by the read coverage

(Figure 5-23) and selected a subset of intervals of each type that were covered by

approximately the same number of reads (133±6.7 reads per kb per sample). Then,

I computed the number of polyA reads in these matched subsets and, again, found a

prominent enrichment of polyA reads in introns as compared to exons both in terms

of the number of polyA reads (Figure 5-24, left) and their density per nucleotide

(Figure 5-24, middle). This enrichment remained significant in other read coverage

ranges (Figure 5-24B, C). In sum, this indicates that if introns and exons were

equally represented in the RNA-seq data, the frequency of CPA events in introns

would have appeared several times larger than that in exons.

Segment coverage density 
reads per kb per sample

Figure 5-23: Matching genomic intervals by the read coverage density. The
distribution of read coverage density values in three types of genomic segments.
For each segment, the mean read coverage was computed as the number of reads
per kb per sample. The segments with average read coverage of 133 ± 6.7, which
corresponds to the intersection of density curves (highlighted by grey area), were
selected for the analysis in Figure 5-24A.
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A

B

C

Figure 5-24: The number of polyA reads in segments matched by the
read coverage density. (A) The number and density of polyA reads in segments
matched by the read coverage density for coverage values highlighted in Figure 5-23.
(B) the same procedure was repeated for the average read coverage interval 27± 5.
(C) the same procedure was repeated for the average read coverage interval 666±5.

5.2.2 Coverage-based metrics of PASC usage

While PASC positions can be robustly identified by pooling hundreds of millions of

polyA reads across the entire GTEx dataset, the rate of their tissue-specific usage

cannot be assessed in the same way due to insufficient number of polyA reads in

individual samples. Only 16.5% of PASCs are supported by ten or more polyA reads

in more than one tissue.

On the other hand, the rate of PASC usage in tissues can be measured by

coverage-based methods, as their positions have been already identified. Here, I

adapted a simple procedure from [88], in which the average read coverage was mea-

sured in 150-nt windows, 𝑤𝑖1 and 𝑤𝑖2, before and after each PASC. To quantify the

frequency of cleavage at a specific PASC, I used the 𝐹𝐶 = 𝑤𝑖1/𝑤𝑖2 metric, which

captures the magnitude of read coverage drop at the PASC location (Figure 5-25A).
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There are several strategies to classify a PASC as "used in a tissue" based on this

Fold Change metric. While it is possible to compare FC against a predetermined

threshold, such an approach does not take sample variation into consideration. As

a result, I also evaluated the significance of FC using the Wilcoxon signed-rank test

and another method based on DESeq2 [98] (see 4.4.6).

First, I analyzed the set of 164,497 PASCs located in protein-coding genes. This

was done by pooling read coverage profiles from all GTEx samples and excluding

PASCs situated within 200 nts of splice sites to avoid potential interference from

read coverage drops at exon-intron junctions. In the resulting set of 126,310 PASCs,

the median read densities in 𝑤𝑖1 and 𝑤𝑖2 were approximately 5.9 and 2.4 reads per

nucleotide per sample, respectively, indicating at least twofold average drop after

PASCs.

A

B

Figure 5-25: Coverage-based metrics of PASC usage. (A) The average read
coverage was measured in 150-nt upstream and downstream windows, 𝑤𝑖1 and 𝑤𝑖2,
around PASC. (B) The distribution of log10(𝑤𝑖1/𝑤𝑖2) metric for annotated (𝑛 =
37, 194, top) and unannotated PASCs (𝑛 = 89, 116, bottom). A PASC is referred to
as annotated if it is within 100 bp of an annotated TE. The dashed line represents
the cutoff 𝑤𝑖1/𝑤𝑖2 = 10.

Subsequently, I computed the average read density in 𝑤𝑖1 and 𝑤𝑖2 for every PASC

in each tissue. As anticipated, the ratio 𝑤𝑖1/𝑤𝑖2 was skewed to the right, and this

79



Chapter 5. Results 5.2. Intronic polyadenylation and splicing

bias was more pronounced for PASCs with a signal and those adjacent to annotated

TEs (see Figure 5-25B). The distribution of fold changes did not exhibit significant

variations among tissues (as shown in Figure A-4). The only standout was Whole

Blood comprising atypical samples with exceedingly high counts of polyA reads.

These were previously ruled out from the PAS identification pipeline (see 5.1.2 and

Figure 4-1). Consequently, I also omitted Whole Blood from subsequent analyses.

For certain PASCs, the fold change values reported by DESeq2 were smaller

than manually computed ones due to sample-specific normalization factors (see Fig-

ure 5-25B and 4). Nonetheless, categorization based on a predetermined threshold

appeared more stringent. Of the 126,310 PASCs, an average of 18,470 per tissue (or

15%) exhibited a 𝑤𝑖1/𝑤𝑖2 ratio greater than 10. Meanwhile, the DESeq2 analysis

identified a significant difference in read coverage between 𝑤𝑖1 and 𝑤𝑖2 for an average

of 43,615 (or 35%) PASCs. For every tissue, around 90% of PASCs with a 𝑤𝑖1/𝑤𝑖2

ratio exceeding 10 were also reported in the DESeq2 findings. Considering PASC-

tissue combinations, both methodologies discerned a significant coverage reduction

in 504,469 pairs out of 3,789,300 (illustrated in Figure 5-26). Given the considerable

overlap between the results of both techniques and the more stringent nature of the

threshold-based method, I decided to designate a PASC with 𝑤𝑖1/𝑤𝑖2 > 10 as "used

in the respective tissue".

I subsequently compared the set of used PASCs to a reference set that included

689,346 PASs in 3’-UTRs of human genes, which were derived from GTEx using the

DaPars algorithm [62, 176]. Since the exact positions of PASs in 3’-UTRs can vary,

I selected 3’-UTRs with at least one used PASC based on the 𝐹𝐶 > 10 criteria.

These were then contrasted with 3’-UTRs that DaPars identified as expressed in

genes with multiple annotated 3’-UTRs. On average, 81% of 3’-UTRs containing

a PASC with 𝐹𝐶 > 10 were also designated as expressed by DaPars. Conversely,

51% of the 3’-UTRs labelled as expressed by DaPars contained at least one PASC

with 𝐹𝐶 > 10. This confirms that the usage of PASCs in tissues, as measured by

the 𝐹𝐶 metric, and the DaPars findings are consistent.
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Figure 5-26: The overlap of used PASC sets identified by DESeq2 and
threshold-based rule. Venn diagram illustrating the overlap between used PASC
sets identified by DESeq2 (left) and the simple 𝑤𝑖1/𝑤𝑖2 > 10 rule (right). Both
methods detected a significant coverage drop in 504,469 of the 3,789,300 PASC-
tissue pairs evaluated.

Figure 5-27: Comparison of expressed 3’-UTRs identified by DaPars and
the threshold-based rule. This compares 3’-UTRs containing at least one used
PASC based on the 𝐹𝐶 > 10 criterion with those identified as expressed by DaPars
in each tissue. The recall represents the fraction of 3’-UTRs in the DaPars set that
also appears in our dataset for a given tissue. Precision denotes the reverse: the
percentage of 3’-UTRs with a PASC defined by 𝐹𝐶 > 10 that DaPars also recognizes
as expressed in the same tissue. Each dot indicates a value for a specific tissue.

As mentioned earlier, the density of polyA reads was not adequate to analyze

tissue-specific polyadenylation. However, there was a positive correlation between
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the number of reads supporting a PASC and the 𝑤𝑖1/𝑤𝑖2 ratio. This held true

not only for PASCs proximate to annotated TEs but also for unannotated PASCs

with a signal (see Figure 5-28). It once again highlights the ubiquity and biological

relevance of these unannotated PASCs.

Figure 5-28: Coverage drop correlates with polyA read support. The
log10(𝑤𝑖1/𝑤𝑖2) metric positively correlates with the number of supporting polyA
reads not only for annotated PASCs but also for unannotated PASCs with a signal.

Based on the 𝐹𝐶 metric, I identified approximately a hundred unannotated

PASCs with pronounced tissue-specific usage (see Figure A-5). Among all tissues,

the testis and brain exhibited the most distinct PAS usage profiles. One notable

PAS is located within the 3’-UTR of the Synaptopodin-2 (SYNPO2 ) gene, which

is linked to Nephrotic Syndromes and several cancer types. Synaptopodin-2 is an

actin-binding protein [70]. Interestingly, this PAS is predominantly used in the

muscles and heart. Cleavage at the PAS location eliminates a binding site for the

microRNA miR-760, which has been demonstrated to regulate skeletal muscle pro-

liferation [156]. This suggests that usage of this PAS might serve as a strategy to

bypass regulation by miR-760.
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Figure 5-29: An example of a tissue-specific PAS. The figure depicts read
coverage surrounding an unannotated PASC in the SYNPO2 gene across six tissues.
Cleavage at this PASC is more frequent in the Muscle, Heart and Brain than in
Pancreas and Small intestine. The PASC is situated within the 3’-UTR of the
ENST00000429713 transcript. A red vertical line marks the location of the PASC.
The bottom panel displays PASs from the Atlas in proximity to the PASC.

The previous studies have extensively characterized tissue-specific polyadenyla-

tion in the GTEx dataset using coverage-based methods and focusing on polyadeny-

lation in 3’-UTRs. Thus, I shifted my focus away from PASC tissue-specificity,

delved into intronic PASCs (iPASCs) and examined the interplay between intronic

polyadenylation (IPA) and alternative splicing (AS).

5.2.3 Intronic polyadenylation and alternative splicing

According to [159], an alternative terminal exon generated through can be at-

tributed to one of the two classes: Skipped Terminal Exon (STE), which is a result

of cleavage and polyadenylation in a cassette exon, and Composite Terminal Exon

(CTE), which arises from cleavage and polyadenylation in a retained intron (Fig-
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ure 5-30). To discern between these scenarios and identify the alternative splicing

event associated with each IPA event, I calculated the average read coverage in two

windows, 𝑤𝑒1 and 𝑤𝑒2, at the exon-intron boundary. For the sake of clarity, the

read coverage values in the four windows will be denoted as 𝑤𝑒1, 𝑤𝑒2, 𝑤𝑖1, and 𝑤𝑖2.

I anticipated that, besides a large 𝑤𝑖1/𝑤𝑖2 ratio, an STE would exhibit a substantial

𝑤𝑒1/𝑤𝑒2 ratio, whereas a CTE would show a minimal 𝑤𝑒1/𝑤𝑒2 ratio (Figure 5-30).

Essentially, the cassette exon and retained intron can be differentiated by the rela-

tive coverage immediately following the 5’-splice site; it should be minuscule in the

former scenario and proportionate to the rate of alternative splicing in the latter.

CTE

STE

PAS

PAS

a

b

c

Figure 5-30: IPA and associated alternative splicing events. The figure
presents three isoforms and their corresponding terminal exon types. The isoform
with the skipped terminal exon (STE) is in the middle, and the isoform with the
composite terminal exon (CTE) is at the bottom. Corresponding expected coverage
profiles are shown beneath the transcript schematics. Exonic (𝑤𝑒1 and 𝑤𝑒2) and
intronic (𝑤𝑖1 and 𝑤𝑖2) 150-nt windows were used for the classification. Here, 𝑎 de-
notes split reads supporting the canonical splice junction; 𝑏 signifies splice junctions
starting at the 5’SS and landing before the iPASC; and 𝑐 corresponds to the con-
tinuous reads spanning the 5’SS. Dashed lines indicate splicing events. Parts of the
figure were adapted from a review by B. Tian and J.L. Manley [158].

To quantify the rate of splicing, I computed the number of split reads starting at

the intron 5’-end and landing before the iPASC (𝑏), after the iPASC at the canonical

3’-splice site (𝑎), and the number of continuous reads (𝑐) that span the exon-intron

boundary (Figure 5-30). The canonical 5’SS and 3’SS were defined as the borders
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of the shortest annotated intron containing the iPASC. These three metrics were

combined into the 𝜓 = 𝑎/(𝑎 + 𝑏 + 𝑐) ratio, referred to as the rate of canonical

splicing, where 𝜓 ≃ 1 indicates that the canonical splicing (𝑎) prevails, while 𝜓 ≃ 0

indicated the presence of alternative splicing events before the iPASC. Of note, 𝜓

is a relative quantity, which is not influenced by the read coverage. I expected that

both Skipped and continuous terminal exons would be characterized by 𝜓 ≃ 0 due

to the lack of canonical splicing, with prevailing 𝑏 in the case of STE and prevailing 𝑐

in the case of CTE. Thus, quantification of the split and continuous reads spanning

5’ splice sites represented the second approach to terminal exon classification.

PASCs that lacked the canonical polyadenylation signal did not exhibit a positive

correlation between the 𝑤𝑖1/𝑤𝑖2 rates and the number of reads supporting the site.

Additionally, they exhibited a smaller coverage drop compared to PASCs with a

signal (see 5.2.2). Thus, in what follows, I confined the analysis to conservative

iPASCs set with a signal. The values of 𝑤𝑒1, 𝑤𝑒2, 𝑤𝑖1, 𝑤𝑖2, and 𝜓 were computed

for a total of 1,115,690 iPASC-tissue combinations, encompassing 35,990 iPASCs

across 31 tissues.

As discussed, the current paradigm is that an intron that contains a PAS can-

not be spliced out after CPA machinery cleaves the pre-mRNA at this PAS. Thus,

a negative association between canonical splicing rate and CPA rate in the corre-

sponding intron was expected. Indeed, I observed the anticorrelation between 𝜓 and

iPASC usage measured by polyA read support or 𝑤𝑖1/𝑤𝑖2 (Figure 5-31, left). This

association also manifested itself as a negative skew in the distribution of Pearson

correlation coefficients of 𝜓 and IPA rate across tissues as compared to the back-

ground distribution, in which the tissue labels were shuffled (Figure 5-31, right).

The read coverage at iPASC changed two orders of magnitude when 𝜓 increased

from 25% to 100% in some remarkable cases (Figure 5-32). These observations in-

dicate that general trends in the data are in agreement with the current paradigm

and once again reconfirm that splicing and CPA naturally counteract each other.
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A

B

Figure 5-31: Negative association between canonical splicing rate and CPA
rate. (A) The 𝑤𝑖1/𝑤𝑖2 for iPASCs in four 𝜓 quartiles (left); *** denotes the 0.1%
significance level in Wilcoxon rank-sum test. Pearson correlation coefficients of 𝜓
and log10(𝑤𝑖1/𝑤𝑖2) for 𝑛 = 12, 261 iPASCs compared to the label-shuffled control
(right). (B) The relative polyA read support of iPASC in four 𝜓 quartiles (left).
Pearson correlation coefficients of 𝜓 and the relative polyA read support for iPASCs
compared to the label-shuffled control (right). The relative polyA read support was
computed as the ratio between the number of polyA reads supporting the iPASC
and the 𝜓 denominator ( also referred to as local expression).

A B

Figure 5-32: Negative association between canonical splicing rate and CPA
rate. Examples. (A) Negative association between 𝜓 and log10(𝑤𝑖1/𝑤𝑖2) in the
NCAM1 and SORBS2 genes. (B) Negative association between 𝜓 and the relative
polyA read support in the NCAM1 and SORBS2 genes. Tissue colours are the same
as in the figure 5-27.
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I utilized the coverage data to identify the tissues in which each iPASC was

used. A total of 75,501 iPASC-tissue pairs exhibited a pronounced read coverage

drop at the iPASC (𝑤𝑖1/𝑤𝑖2 > 10) and a notably high read coverage in the upstream

intronic window (𝑤𝑖1 > 0.1𝑤𝑒1). Overall, 7,427 iPASCs were used in at least one

tissue. The class of an associated terminal exon (STE or CTE) could be deduced

from the GENCODE transcript annotation for 1,506 of these iPASCs (see 4.4.6).

The bivariate distributions of log(𝑤𝑒1) and log(𝑤𝑒2) for the 439 annotated CTEs

and 1,067 annotated STEs were separated by the line 𝑤𝑒2 = 0.25𝑤𝑒1. As expected,

the former clustered above this line, while the latter were below it (Figure 5-33,

left and middle). iPASCs of unidentified alternative terminal exon type displayed

a composite of these two distributions (Figure 5-33, right). A similar pattern was

observed in the bivariate distributions of log(𝑤𝑖1) and log(𝑤𝑒2).

we2=0.25we1

Figure 5-33: Bivariate distribution of 𝑤𝑒1 vs. 𝑤𝑒2 in PASC-tissue pairs for
expressed CTE (𝑛 = 1, 136 pairs), STE (𝑛 = 1, 948 pairs), and other used iPASCs
(𝑛 = 32, 906 pairs). The dashed line corresponds to 𝑤𝑒2/𝑤𝑒1 = 0.25.

Moreover, 𝜓 values of expressed annotated CTE and STE were characterized

by a single peak at 𝜓 ≃ 0 indicating the absence of canonical splicing (Figure 5-

34, left and middle). In STEs, reads that support AS were primarily represented

by the split-reads (𝑏), whereas in CTEs, the continuous reads spanning 5’SS (𝑐)

dominated (see Figure 5-35). Unexpectedly, the 𝜓 values of other used iPASCs

had a pronounced second peak at 𝜓 ≃ 1 formed mostly by iPASCs without the

TE support (Figure 5-34, right). The absence of annotated transcript ends around

these iPASCs suggests that they are not endpoints of short non-coding transcripts

situated within the intron. This peak is incompatible with the current paradigm
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and CTE and STE models because it implies that intronic polyadenylation coexists

with canonical splicing. Accordingly, in what follows these events will be referred to

as Spliced Polyadenylated Introns (SPIs).

Figure 5-34: The distribution of 𝜓 for CTE, STE, and other iPASCs; +TE (−TE)
denote iPASCs within (not within) 100 nts of an annotated TE.
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Figure 5-35: The distribution of reads supporting cassette exon and re-
tained intron AS events in annotated CTE and STE iPASCs. The fraction
of split reads supporting cassette exon events (𝑏) among all reads supporting AS
events upstream of the iPASC for annotated CTE and STE iPASCs i.e. the distri-
bution of 𝑏/(𝑏+ 𝑐).

To discern the origin of SPIs, I focused on events with 𝜓 > 0.9 substantially

supported by 5’SS continuous and split-reads (local expression or 𝑎 + 𝑏 + 𝑐 ≥ 30,

n=7960), and compared 𝑤𝑒2/𝑤𝑒1 and 𝑤𝑒2/𝑤𝑖1 distributions among STEs, CTEs,

and SPIs (Figure 5-36). Similarly to skipped terminal exons, SPIs were characterized

by a low coverage in the intron 5’-end relative to the exon (same as high 𝑤𝑒1/𝑤𝑒2,

Figure 5-36B). However, when normalizing the coverage upstream of the PAS by the

coverage at the intron 5’-end, SPI values exceeded those of CTEs but were less than

the typical values for STEs (𝑤𝑖1/𝑤𝑒2 in Figure 5-36B). At this point I preliminary

concluded that SPIs were associated with a substantial drop of coverage at the 5’SS

followed by its partial restoration upstream of the iPASC. However, an examination

of specific examples was required to form a detailed understanding of the coverage

profiles.
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Figure 5-36: Coverage profile distributions in STE, CTE, and SPI iPASCs.
(A) Bivariate distribution of 𝑤𝑒1 vs. 𝑤𝑒2 in PASC-tissue pairs for used iPASCs
with 𝜓 > 0.9 and local expression ≥ 30 (𝑎 + 𝑏 + 𝑐 ≥ 30, n=7960 pairs). (B) The
distribution of 𝑤𝑒1/𝑤𝑒2 (top) and 𝑤𝑖1/𝑤𝑒2 (bottom) values for CTE, STE, and SPI.
The vertical dashed line denotes 𝑤𝑒2/𝑤𝑒1 = 0.25.

Thus, I followed up on a few cases of tissue-specific splicing and CPA. In the

Attractin (ATRN ) gene, which encodes a transmembrane protein linked to kidney

and liver abnormalities in mice [4], an intronic polyadenylation site is used in muscle

and heart (Figure 5-37). Substantial coverage drop at the iPASC along with the

elevation of read coverage upstream of it and simultaneous activation of an adjacent

acceptor splice site, suggested that the PAS is associated with an unannotated tissue-

specific skipped terminal exon.

The iPASC in the TRIP11 gene, which is related to skeletal dysplasia [108], is

an example of CTE. It is supported by intronic read coverage, with no evidence of

AS events preceding the PAS, most remarkably in pituitary tissue (Figure 5-38A).

Cleavage at this iPASC would result in a nonfunctional protein since the PAS is in

the first intron. Another example of CTE is an intronic polyadenylation site in the

TMEM38A gene. This gene encodes a transmembrane protein that represses several

myogenic genes by relocating them to the nuclear periphery [136] (Figure 5-38B).

A transcript ending at the iPASC would lack two coding exons and, thus, possess a

truncated TRIC (trimeric intracellular cation) domain. All three listed iPASCs are

supported by CSTF2 eCLIP peaks and sites from PolyASite 2.0.
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Figure 5-37: STE case studies. The iPASC between exons 25 and 26 in ATRN
gene generates a STE with tissue-specific usage in heart and muscle. Arcs represent
tissue-specific AS. Smoothed per nt coverage in sequenced nucleotides is shown under
the arcs for each analysed tissue. The eCLIP peaks of CSTF2 and PASC from
PolyAsite 2.0 are indicated in the track below.

In contrast, iPASC in the autism risk factor gene ASH1L, which encodes a histone

methyltransferase [128], exhibits elevated read coverage in 𝑤𝑖1, but it lacks AS

events that could support STE, or RNA-seq reads at the beginning of the intron

that would validate CTE (Figure 5-39A). The iPASC is surrounded by eCLIP peaks

of three known CPA factors: CSTF2, CSTF2T and CPSF6. The only plausible

interpretation is that canonical splicing and IPA co-exist and operate concurrently

resulting in an SPI.
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Figure 5-38: CTE case studies. (A) The iPASC between exons 1 and 2 of TRIP11
generates a CTE. iPASC (position chr14:92504996-92505000 on − strand) is shown
by the vertical red line. (B) The iPASC between exons 4 and 5 of TMEM38A
generates a CTE. iPASC position is chr19:16795410-16795417 on +. Tissue colours
are the same as in the previous figure. Widths of the arcs correlate with the number
of supporting split reads, the number of reads corresponding to 100% is shown in
the y-axis title.
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Figure 5-39: SPI case studies. (A) The iPASC between exons 3 and 4 of ASH1L
likely generates a SPI because the intron 5’-end is not covered, 𝑤𝑖1 is covered, but
there is no evidence of STE. iPASC position is chr1:155437554-155437561 on −
strand. (B) The iPASC between exons 1 and 2 NUP210 likely generates a STE
with tissue-specific usage in heart and muscle and a SPI in several other tissues
such as the spleen (beige). iPASC position is chr3:13455398-13455407 on −. Tissue
colours are the same as in the two previous figures.

I also observed an intriguing case of tissue-specific shift between STE and SPI
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types in NUP210 gene, encoding nuclear pore membrane glycoprotein, which is

associated with increased metastasis in breast cancer and controls muscle differenti-

ation [2, 46]. In muscle (blue line) sharp elevation of read coverage upstream of the

PAS was accompanied by activation of an alternative acceptor splice site, a similar

less prominent effect was also observed in heart and esophagus tissues (purple and

dark brown, respectively, in Figure 5-39B). Moreover, in these three tissues, the cov-

erage of the second exon was much lower than the coverage of the first one. On the

other hand, in the spleen (beige) the increase of the intronic coverage was gradual,

there were no split reads supporting alternative splicing and the coverage was similar

in the two exons. All these observations suggest that in muscle, heart and esopha-

gus tissues the shorter transcript with a skipped terminal exon is expressed, while

in the spleen the canonical splicing prevails and a spliced polyadenylated intron is

generated.

5.2.4 Abundance and tissue-specificity of alternative termi-

nal exons and spliced polyadenylated introns

To characterize further the abundance of each type of events, I considered a strict set

of iPASC-tissue pairs described above and categorized them as continuous terminal

exons, skipped terminal exons or spliced polyadenylated introns according to the

following criteria: 𝜓 ≤ 0.9 and 𝑤𝑒2 > 0.25𝑤𝑒1 (CTE), 𝜓 ≤ 0.9 and 𝑤𝑒2 ≤ 0.25𝑤𝑒1

(STE), and 𝜓 > 0.9 (SPI), respectively (Table A.7).

In the previous section, I described a case where an iPASC behaved like an STE

in a couple of tissues and like an SPI in other ones (Figure 5-39, bottom). Thus,

one polyadenylation site could be attributed to different types in different tissues.

I categorized a polyadenylation site as CTE, STE, and SPI if it belonged to the

respective class in at least one iPASC-tissue pair. This yielded 2,846, 2,251 and

1,482 sites corresponding to STE, CTE and SPI, respectively, with 63% of SPIs also

supported by PolyASite 2.0 and >75% of SPIs having more than 200 reads in the 𝜓

denominator (Figure 5-40A, A-7C). Notably, this classification approach correctly

labeled 91% of annotated expressed continuous terminal exons, and 88% of skipped
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type
Number of
PASC-tissue
pairs

Number
of unique
PASCs

Number of
PASCs with
annotated
type

Recall
among
annotated
PASCs

CTE 19573 2235 406 0.91
STE 31230 2843 1024 0.88
SPI 7194 1481 - -
- 17286 4347 - -

Table 5.2: Classification of PAS-tissue pairs and individual PASCs. The
last column shows the fraction of PASCs annotated as STE(CTE) classified as
STE(CTE) in at least one tissue. “-” type are used iPASCs that could not be
classified as CTE, STE or SPI due to low local expression.

terminal exons (Table 5.2).

The number of iPASCs attributed to the three classes varied moderately across

tissues, presumably reflecting the fact that the bulk of intronic polyadenylation

events is not regulated tissue-specifically (Figure 5-40B). While introns with STE

PAS were expectedly longer than those with CTE [193], introns with SPIs were even

larger (Figure A-6A). Also, SPIs had a slight preference for the 5’-end of the gene

(Figure A-6B). I concluded that spliced polyadenylated introns represent semi-stable

intermediates that can be detected by polyA reads and 3’-end sequencing.

A B

Figure 5-40: Expression of STE, CTE, and SPI across tissues. The number
of iPASCs attributed to STE, CTE, and SPI across tissues. (A) Venn diagram
showing the amount of iPASCs attributed to different types in different tissues. (B)
Barplot showing numbers of iPASCs of each type in each tissue. An iPASC was
categorized as CTE, STE, and SPI if it belonged to the respective class in at least
one iPASC-tissue pair.
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5.2.5 Linearized SPIs captured by Cleave-seq

The processing of intron lariats involves cleavage at the branch point by the de-

branching enzyme DBR1, followed by degradation by exonucleases [139, 115] (see 2.2).

Since SPIs represent prematurely polyadenylated introns that are removed by the

spliceosome, they should also possess a 2’-5’ bond formed by the 5’SS guanine and

the BP adenosine. Thus, I anticipated that DBR1 would also linearize SPIs. This

linearization would yield two distinct molecules: one representing the intronic RNA

upstream of the PAS with both a 5’-monophosphate (5’-p) and a polyA tail, and

the other representing the portion of the intron downstream of the PAS.

A
WT

B

Figure 5-41: Intron coverage in Cleave-seq data. The Cleave-seq 5’-end cover-
age in introns with (𝑛 = 21, 230) iPASC and without iPASC (𝑛 = 199, 978) under
XRN2 knockdown (A) and in the wild type (B).

To test this hypothesis I reanalysed a dataset generated through Cleave-seq, a

protocol tailored for capturing polyadenylated RNAs with a 5’-p [155]. In line with

my expectations, introns with iPASCs showed a higher 5’-end coverage by Cleave-

seq reads compared to introns without iPASCs (see Figure 5-41). The linear RNA

is degraded slower in cells with knockdown of XRN2 exonuclease, thus the observed

difference was much more pronounced in XRN2 KD samples. Among the introns

with iPASCs, the coverage was the highest in those containing an SPI (Figure 5-42).

A similar increase in 5’-end coverage was observed in 3’-pull down in vitro capping

experiments, another protocol designed to detect RNA molecules with the same

attributes (Figure 5-43, see 4.5).
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Figure 5-42: Introns with different PAS types in Cleave-seq data. (A)
The Cleave-seq 5’-end coverage in introns with STEs, CTEs, and SPIs in HeLa cells
following XRN2 knockdown. Introns were categorized as containing CTE (𝑛 = 729),
STE (𝑛 = 957), or SPI (𝑛 = 533) if they contained an unambiguous iPASC of the
respective type, while introns with iPASCs of different types were discarded. The
shaded region illustrates the 5bp window featured in panel (B). (B) The Cleave-
seq 5’-end coverage in the first 5bp-window of introns with STE, CTE, and SPI
iPASCs. The set of introns is the same as in A. Introns with SPIs have significantly
higher coverage than introns with iPASCs of the other types. The * denotes the 5%
significance level in the Wilcoxon rank-sum test.

Figure 5-43: Intron coverage in 3’-pull down in vitro capping data. Nor-
malized coverage in 3’-pull down in vitro capping experiments as a function of the
distance from the 5’-splice site, in introns with and without iPASCs. Relative cover-
age is higher in introns containing a PAS. Set of introns is the same as in figure 5-41.

Taken together, these results indicate that SPIs undergo both splicing and CPA

and are not 3’-ends of distinct Pol II transcripts initiated and terminated within the

same intron. SPIs constitute a minor, yet considerable fraction of IPA events and

contribute to the observed landscape of intronic polyadenylation.
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Discussion

Thousands of recurrent and dynamically changing IPA events have been identified

by 3’-end sequencing methods, but the matched data to study the interplay between

IPA and AS in the same biological condition are currently in high demand [88]. The

GTEx dataset represents an ideal resource for studying this interplay because the

information on the positions and tissue-specific usage of intronic PASs, which is

captured by polyA reads and changes in RNA-seq reads coverage, is complemented

by tissue-specific splicing rates inferred from split reads that align to splice junctions.

6.1 PAS identification

The polyA-read-based approach used in this study was previously limited to smaller

datasets. In 2017, T. Bonfert and C.C. Friedel evaluated existing tools, ContextMap2

and KLEAT, on three dual-replicate RNA-seq datasets. They reported recall rates

under 12%, with ambiguous precision rates ranging from 39% to 95% [10, 9]. Since

the main problem of the method was the scarcity of polyA reads, I hypothesized

that a comprehensive RNA-seq panel could substantially enhance the quality of the

resulting PAS set. Thus I used this approach for the identification of PASs at the

scale of the GTEx project, which has not been attempted previously. The obtained

PAS set was then combined with coverage-based methods to estimate the CPA rate.

To validate the developed pipeline for polyA read analysis, I primarily applied

it to 13 RNA-seq samples derived from a matched 3’-seq/RNA-seq dataset [88].
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At the peak F1 measure, merely 16% of 3’-seq PAS were recovered by RNA-seq

with a precision of 23% (Figure 5-3). Notably, when the PAS from both datasets

were weighted by their read support, the performance improved significantly and

achieved 70% recall and 63% precision. This indicates that highly covered PAS were

much more likely to coincide. A comparison of the two sets against a conservative

reference set (TEs catalogued by GENCODE) in both precision and recall terms

clearly favoured 3’-seq (see 5.1.1).

In a similar analysis, PASs derived from the large GTEx RNA-seq dataset were

compared to PolyASite2.0 atlas, which encompasses hundreds of 3’-end sequencing

libraries (see 5.1.4). The precision and recall values of the predicted PAS set and

the atlas were nearly identical. This indicates that the increase in dataset size

substantially enhances the quality of polyA-read-based de novo PAS identification

from RNA-seq data.

Notably, the 3’-seq analysis failed to identify any sites in several highly expressed

genes, while it successfully identified many PASs in genes with considerably lower

expression levels ( Figure 5-2B). This observed discrepancy between the 3’-seq- and

RNA-seq-derived PAS sets can be attributed to several factors. A primary factor

arises from the 3’-seq dataset analysis. As detailed in 4.3.2, I inferred strand infor-

mation for 3’-seq-derived PASs based on the gene harboring the PAS. This method

led to the exclusion of genes overlapping with those from a different strand. These

excluded genes could not contain any 3’-seq-derived PAS. Additionally, patient vari-

ability may have influenced the results, as cells from only 9 out of 15 patients

participating in the study were used for both RNA-seq and 3’-seq libraries. While

differences in protocols might also contribute to the discrepancy in gene sets, previ-

ous research has shown that mRNA expression, calculated as the aggregate of 3’-seq

reads supporting different PASs of a gene, is consistent with mRNA coverage in the

corresponding RNA-seq data [92].

While RNA-seq is known to have a limited sensitivity when detecting PASs due

to the short read length, the magnitude of the GTEx dataset led to a dramatic im-

provement. Moreover, I attempted to minimise the rate of false positive predictions

by removing non-unique and low-quality mappings, excluding A-rich genomic re-
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gions and using filters on the diversity of polyA read distribution (Figure 4-3, A-2).

Nevertheless, in down-sampling saturation analysis, the number of obtained PAS

clusters monotonously increased with the total read depth, even toward the curve’s

end (Figure 5-18A). This implies either that the GTEx-based PAS set was not

exhaustive for the encompassed tissues, or that stricter false-positive control was

required. The former reason is supported by the shift of newly identified PASCs

from 3’UTR to non-UTR parts of protein-coding genes upon the data accumulation

(Figure 5-18B). The abundance of these sample-specific sites agrees with the known

tissue- and context-specificity of many IPA events [114] (2.1.2).

Another possible limitation of the polyA-based method is related to the mappa-

bility of reads with long soft clip regions. The positional distribution of PASCs in

constitutive exons and introns has a pronounced peak at the end of exonic and the

beginning of intronic regions (Figure 5-20) resembling clusters of CAGE tags near

internal exons and occurrence of polyA-seq peaks close to exon boundaries [39, 41].

These anomalies likely arise from erroneous mappings of split reads that contain the

polyA tail, e.g. when the adenine-rich part of the read or a short segment between

splice junction and the stretch of non-templated adenines are incorrectly attributed

to the soft clip region (for example in Figure A-8). However, these details do not

invalidate the polyA read strategy since PASCs obtained by other protocols, e.g., in

PolyASite 2.0, have similar peaks near exon boundaries (Figure 5-21). The align-

ment of split reads with short exonic parts appears to be a common problem of all

such methods.

One feature of the method is that polyA reads provide a snapshot of cleavage and

polyadenylation at single nucleotide resolution, which revealed that PASs form clus-

ters of varying sizes (see 5.1.3). This indicated that the precision of CPA machinery

is highly variable, providing narrow clusters of closely spaced PASs in some cases

and broad regions with imprecise cleavage points in others [162, 157] (Figure 5-6).

Notably, the PASs distribution pattern around annotated TEs was almost identical

to the reported distribution based on polyA-seq, including a characteristic skew to

the left [29] (Figure 5-6A). Other steps of pre-mRNA processing such as splicing are

more restricted to producing error-free mRNAs due to protein-coding constraints,

99



Chapter 6. Discussion 6.1. PAS identification

however, they are also prone to stochastic variations [61]. The functional relevance

of stochastic variations in CPA events is currently not well understood. In this

work, I explored the possible sequence determinants of CPA precision in annotated

transcript ends.

Indeed, sites accompanied by the canonical polyadenylation signal had narrow

PAS groups, which was most pronounced if the signal was located between 18 and

15 nts upstream of the TE (Figure 5-9). This distance scope includes the median TE

and corresponds to the positional preference of the canonical upstream motif known

from the literature (∼20 nts) [162, 157]. Supposedly, that is the most convenient

location of the signal for its recognition by WDR33 and CPSF-30 CPA factors [152],

making these TEs strong CPA sites with high polyA read support and narrow peak.

Indeed, mutations in these positions were also shown to affect the PAS usage the

most [162]. Moreover, the hexamer signal is the most defined CPA regulating cis-

element both in terms of sequence and position [114] (2.1.1), which implies that it

primarily determines the position of the PAS. Accordingly, my observations show

that the signal position affects not only the PAS strength but also the CPA precision.

Conversely, another known GU/U-rich downstream motif did not show any as-

sociation with the PAS cluster width (Figure 5-10). Previous studies suggest that

this motif is crucial to PAS with weaker noncanonical hexamer signals and serves

to enhance usage frequency (2.1.1). Results presented here agree with the literature

and imply that GU/U-rich DSE does not influence the precision of the CPA reac-

tion. Analysis of other potential determinants showed that only adenine content in

the downstream region had a significant effect, with broader PAS clusters associated

with higher adenine frequency (5.1.3). Even though PASs at the boundaries of ge-

nomic adenine stretches were excluded, regions with an adenine content just below

the set threshold might still give rise to spurious PASs. In sum, I observed that

CPA precision is predominantly controlled by the polyadenylation signal, and not

upstream or downstream sequence elements. However, any influence from the DSEs

might have been masked by mapping errors related to the high adenine content.
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6.2 Intronic polyadenylation and splicing

As mentioned above, in this work I used the GTEx dataset to study the inter-

play between CPA and splicing because the information about the positions and

tissue-specific usage of intronic PASs, captured by polyA reads and coverage-based

methods, could be complemented by tissue-specific splicing rates inferred from split

reads that align to splice junctions. Thus, after obtaining the PAS set I focused on

the intronic sites.

In the established model, any IPA event is associated with an AS event: intron

retention or a cassette exon inclusion [159]. To detect the type of AS event associ-

ated with each intronic PAS, I analysed split reads aligning to exon junctions and

local read coverages around the 5’SS and the PAS. Both TECtool and IPAFinder

programs address the same question. However, these tools adopt a complex ap-

proach and primarily identify the exact location of the alternative terminal exon.

In this study, I showed that a simpler method, which does not determine the ATE

start, accurately predicted the type for 91% of annotated used CTE iPAS and 88%

of STEs. Since AS events were categorized tissue-specifically, I was able to ob-

serve switching between CTE and STE iPAS types (Figure 5-40A). While such a

tissue-specific switch in iPAS type requires further validation and investigation, it

highlights the dynamic nature of IPA that has been observed repeatedly in the past

studies [193, 104, 146].

The abundance of IPA has been appreciated recently with the development of

3’-end sequencing [140]. Functionally important IPA cases have been described

in specific genes [137, 36, 31, 7, 167, 88], however, most transcripts harbouring

incomplete reading frames translate into potentially deleterious, truncated proteins

that may pose a hazard to the cell [165] (2.1.3). I found that the majority of polyA

reads align to 3’-UTRs, but a sizable fraction (about 5%) still maps to the coding

part.

Within the coding part, the polyA read density in introns is lower than in exons.

However, since the intronic regions are removed from the transcripts and degraded,

the total RNA-seq read coverage in introns is also substantially lower. To compare
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the frequency of CPA events in intronic and exonic regions, we normalized the polyA

read density by the total read coverage. Intriguingly, we observed that the normal-

ized polyA read density is substantially higher in the intronic regions. Thus, CPA

within the coding part appears to be more frequent in introns than in exons. This

disbalance can be partly explained by the higher GC content and stronger evolu-

tionary constraints against generating the canonical AATAAA consensus sequence

in exons.

The exonic polyadenylation signal hexamers are under stronger selection than

intronic ones [73]. Additionally, sequence analysis showed that each spliced protein-

coding transcript contains an intronic polyadenylation signal hexamer, which can be

specifically recognized and bound by CPSF, one of the key CPA factors (2.1.1). This

remarkably large number of intronic PASs raises concerns about their implication in

premature transcription termination [74]. All these observations hint at the existence

of a mechanism that counteracts activity of the intronic PAS. How could it be that

82% of human protein-coding transcripts contain an intronic PAS, but cells are still

able to produce full-length transcripts?

Here, I argue that a sizable fraction of intronic PASs observed in polyA read

analysis (and also in 3’-end sequencing) represent SPIs, intermediates that are gen-

erated by the spliceosome and the CPA machinery operating concurrently with each

other and with the elongating transcription. If CPA occurs first, then it will lead

to the generation of a truncated transcript with CTE (Figure 6-1, left). If splicing

happens first, then the intron-containing PAS will be spliced out, and PAS will be

degraded as a part of the lariat (Figure 6-1, right). However, if PAS-mediated cleav-

age in the intron starts after the spliceosome has assembled on it and is committed

to splicing, then the second catalytic step of the splicing reaction will remove the

lariat and all CPA products within it, resulting in a Spliced Polyadenylated Intron

(Figure 6-1, middle).
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CPA prevails Splicing prevails

Figure 6-1: Spliced Polyadenylated Intron (SPI). When the CPA rate exceeds
the splicing rate, IPA leads to the generation of a truncated transcript isoform (left).
When the splicing rate exceeds the CPA rate, the intron is spliced out and PAS is
degraded as a part of a lariat (right). When the CPA and splicing machinery operate
at the same rate, the intron is cleaved and polyadenylated while it is being spliced
(middle) resulting in SPI. The lariat is debranched producing two separate RNAs
(inset) corresponding to intron fragments upstream and downstream of PAS, where
the upstream part contains both 5’-p and polyA tail.

Consequently, SPIs are intronic RNAs spanning from the 5’-splice site to PAS

that contain both 5’-p due to lariat debranching and the polyA tail (Figure 6-

1, inset). They must be degraded from the 5’-end by cellular exonucleases, as

evidenced in many cases as a characteristic noisy ramp in the read coverage that

gradually increases from the 5’-splice site to PAS (Figure 5-39). Nonetheless, a

fraction of SPIs are visible through polyA reads due to the presence of the polyA

tail. A conservative estimate is that they constitute almost 15% of all IPA events,

and two-thirds of them are supported by PolyASite 2.0. This suggests that 3’-end

sequencing methods may overestimate the rate of IPA and that their results require

careful interpretation.

In short, SPI is a result of intronic CPA not accompanied by an AS event. In

this work, an intronic PAS was classified as an SPI in the tissue if RNA-seq read

coverage was substantial upstream of the site and dropped significantly right after

it, but no reads supported an AS event that could explain the observed intronic
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coverage in the upstream region. One possible concern is that SPIs are a result of

STEs misclassification in genes missing the spliced reads due to low expression level.

It is additionally supported by the similarity of 𝑤𝑒2/𝑤𝑒1 and 𝑤𝑒2/𝑤𝑖1 distributions

between STEs and SPIs. To avoid such misclassification due to low coverage, I

introduced a threshold of 30 reads on the 𝜓 denominator, which is a proxy for

the local expression around the intron. In the resulting SPI set ≥ 75% had a 𝜓

denominator bigger than 200. Furthermore, the local expression value distributions

for CTEs and SPIs are very similar, confirming that SPIs are not STE or CTE

events in weakly covered genes (Figure A-7).

After CPA concludes, the polyadenylated pre-mRNA dissociates from the tran-

scribing Pol II. Since successful intron splicing would require both the polyadenylated

upstream pre-mRNA and the Pol II-associated downstream RNA, this dissociation

could hinder the process. U2 snRNP bound to BP and U1 snRNP at 5’SS interact

as early as A complex stage in the spliceosome formation (2.2). After that, the up-

stream pre-mRNA and the Pol-II-associated RNA would not dissociate even upon

the CPA completion. Moreover, this interaction loops out the majority of the intron

from 5’SS to the BP, allowing the CPA reaction to occur without steric hindrances.

This model agrees with the observation that SPIs are located in longer introns (Fig-

ure A-6). U1 telescripting is also known to repress intronic PAS in long introns,

presumably because they stochastically contain more polyadenylation signals [123]

(2.3). However, this mechanism relies on U1 snRNP binding sites upstream of each

cryptic PAS. Thus, spliceosome-mediated excision of an intron, in which CPA has

already occurred, could be a less robust but more universal mechanism to suppress

premature transcription termination.

While SPIs can be a valuable indicator of the splicing and CPA interplay, this

study does not suggest that they, as a class of short RNAs, have any other specific

functions. On the other hand, some SPIs could have obtained an independent role

in the course of evolution similar to known functional circular RNAs [179, 54]. To

sum up, whether or not SPIs have a biological purpose on their own is a matter of

further investigation.

One of the most remarkable observations made here is the enrichment of polyA
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read density in introns, which can be detected after proper normalization. This dif-

ference suggests that cotranscriptional pre-mRNA splicing may have an important

side role in rescuing transcripts from premature transcription termination. This

hypothesis challenges the assumption that when an intronic PAS is used, the sur-

rounding intron is not spliced. The spliceosome that is committed to splicing still

can remove the intron that was cleaved and polyadenylated, thus functioning as a

rescue. Temporal and spatial interactions of splicing and CPA are orchestrated by

a multitude of factors playing dual roles, which recognize signals that are located

in the nascent pre-mRNA and bind the same pre-mRNA substrate at the same

time [174, 84, 113] (2.3). It is therefore not impossible that evolution allowed for the

generation of dispensable intronic PASs, which are spliced out co-transcriptionally

and manifest themselves as SPIs.
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Conclusion

This dissertation offers a comprehensive examination of the interplay between pre-

mRNA splicing and intronic polyadenylation across human tissues, utilizing the

extensive compendium of RNA-seq datasets provided by the GTEx project.

It can be concluded that

• The increased scale of the dataset significantly increases the sensitivity of

the polyA-read-based method of PAS detection, thus achieving performance

comparable to that of meta-analyses of hundreds of 3’-seq libraries;

• The accuracy of the cleavage and polyadenylation depends on the relative

position of the polyadenylation signal with respect to PAS;

• After proper normalization, the relative frequency of polyA reads in introns is

larger than that in nonterminal exons, reflecting intrinsically higher cleavage

and polyadenylation rate in introns;

• A substantial fraction of intronic polyadenylation events are unaccompanied by

alternative splicing and can be attributed to byproducts of the dynamic inter-

action between CPA and splicing mechanisms, here called spliced polyadeny-

lated introns (SPI);

• Splicing and polyadenylation are two inseparable parts of one consolidated pre-

mRNA processing machinery, and co-transcriptional splicing may be a natural

mechanism of suppression of premature transcription termination.
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Appendix A

Additional Resources

The source code for the PAS identification pipeline is available at https://github.

com/mashlosenok/RNAseq_PAS_finder.

A.1 Supplementary figures

RPL5

CAGCAACTATTT

Figure A-1: 3’-seq reads 5’-end peaks width. Example. The distribution of
3’-seq reads from GSE111793 near RPL5 transcript end.
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Appendix A. Additional Resources A.1. Supplementary figures

Figure A-2: Shannon entropy of soft clip length is informative for true
PAS. Shannon entropy distribution of PASs supported by GENCODE transcript
ends (red), PolyASite2.0 clusters (blue), both (green) and neither (violet).
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Figure A-3: Pairwise comparison of PASs inferred from GTEx, PolyA-
Site 2.0 (Atlas), and GENCODE for the window of 50 nts around the annotated
transcript end (A) and for a set of intronic PASCs (B). (A) The 50-nt window was
used in the validation of DaPars [176]. (B) Same as Figure 5-15, but restricted to
the subset of intronic PASCs. The rest of the legend is the same as in Figure 5-15.
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Whole Blood

Figure A-4: Coverage-based metrics of PASC usage. Per tissue. The dis-
tribution of log2(𝑤𝑖1/𝑤𝑖2) metric for each PASC plotted separately for each tissue.
The dashed line represents the cutoff 𝑤𝑖1/𝑤𝑖2 = 10.
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Tissue−specific PASCs

ADAM9 | chr8_38962506
CFD,LRG_46 | chr19_863449
DDX54 | chr12_113596285
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CYTH2 | chr19_48982620
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ACTN4 | chr19_39221125
PRMT2 | chr21_48081180
RP11−977G19.10,CNPY2 | chr12_56708258
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CCNA2 | chr4_122737891
COPB2 | chr3_139075724
EHD3 | chr2_31491190
EHD3 | chr2_31491257
RNF41 | chr12_56598289
KCNK3 | chr2_26954057
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TYSND1 | chr10_71898956
RNF141 | chr11_10536287
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YPEL1 | chr22_22055150
ARHGAP35 | chr19_47504690
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PRKRIP1,RP11−163E9.2 | chr7_102021071
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TTC33 | chr5_40714570
MTDH | chr8_98738529
H3F3B | chr17_73773535
POLR3D | chr8_22108672
CUL2 | chr10_35298764
RRAGD | chr6_90077571
PPM1A | chr14_60760069
MBOAT2 | chr2_8998234
ENTPD5 | chr14_74429933
COX11 | chr17_53038565
TMEM220 | chr17_10617402
CISD3 | chr17_36889941
CFLAR | chr2_202037383
TMEM184C | chr4_148558845
IDH3A | chr15_78462880
KNDC1 | chr10_135038669
RPA1 | chr17_1801355
KCMF1 | chr2_85280887
RNF115 | chr1_145690645
NTPCR | chr1_233114533
GDF11 | chr12_56146654
HUWE1 | chrX_53559741
SOX12 | chr20_309371
ISY1−RAB43,ISY1 | chr3_128848026
SLC44A1 | chr9_108200772
DNAJC15 | chr13_43681542
DNAJC15 | chr13_43681586
TFB1M | chr6_155578795
RAE1 | chr20_55953509
CNIH4 | chr1_224563687
ITGA1,PELO | chr5_52097865
CAPRIN1 | chr11_34122694
ELAVL1 | chr19_8027157
ALDH7A1 | chr5_125880443
SMIM14 | chr4_39548914
FBXW2 | chr9_123521473
PTBP3 | chr9_114980878
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Figure A-5: Tissue-specific PAS.
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Figure A-5: (Previous page.) The heatmap depicts the Z-scores of coverage fold
changes (FC) at PAS for 100 selected sites showing substantial variation among
tissues. Read coverage at each of these sites experiences a minimum 10-fold decrease
in at least one tissue and less than a 2-fold decrease in another. Grey squares
represent tissues where the coverage upstream of the PAS was lower than 10.

A

B

Figure A-6: STEs, CTEs, and SPIs in the gene.(A) The distribution of lengths
of the introns containing the iPASCs. For each iPASC only the shortest containing it
intron was considered. (B) The relative position in the gene of unannotated iPASCs
(same as in Figure 5-17). An iPASC was categorized as CTE, STE, and SPI if it
belonged to the respective class for at least one iPASC-tissue pair.
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A

B

C

log10(we1)

log2(wi1/wi2)

log10(a+b+c)

Figure A-7: Coverage and PAS usage of STE, CTE, and SPI iPASC types
in tissues. (A) The distribution of coverages of the preceding exon’s end (𝑤𝑒1) for
the three iPASC-tissue pair types. (B) Coverage drop at PAS for the three iPASC-
tissue pair types. (C) Local expression levels (= 𝑎+𝑏+𝑐) for the three iPASC-tissue
pair types. Each iPASC was categorized as CTE, STE, SPI,“-” or “not expressed” in
each tissue based on tissue-specific coverage in the four windows 𝑤𝑒1, 𝑤𝑒2, 𝑤𝑖1, 𝑤𝑖2
and number of split or continuous reads supporting AS events in the intron (5.2.4).
Annotated (within 100 nt of an annotated TE) and unannotated iPASCs are shown
separately (grey and black outlines, respectively). “-” type are used iPASCs that
could not be classified as CTE, STE or SPI due to low local expression. They are
omitted in the C plot because they are defined by a low 𝑎+ 𝑏+ 𝑐 value.
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polyA reads:

SRR1402414.19165097 163 14 23851636 255 8S68M 14 23851740 68
ATTTTTTTCTTGGCACCAATGTCACGGCTCTTGGCTCGAAGCTTGTTGACCTGGGACTCATCGATGTCCGCCCGCT

SRR1402414.19165230    147    14    23851636    255    7S69M    14    23851140    69    
TTTTTTGCTTGGCCCCAATGTCACGGCTCTTGGCTCGAAGCTTGTTGACCTGGGACTCAGCGATGTCCGCCCGCTC

SRR1402414.19180339    163    14    23851636    255    6S69M1S    14    23851721    69    
TTTTTGCTTGTCACCAATGTCACGGCTCTTGGCTCGAAGCTTGTTGACCTGGGACTCAGCGATGTCCGCCCGCTCN

Corresponding region:

B

polyA reads:

SRR1400910.12641453 83 9 19120877 255 8S68M 9 19119788 68 
TTCTTTTTCTAGTAATTCCTCAATGAGAGGGAGGTACTGTTTTACCAACAGCAATGATTTGGTGAGTGCATTTACT

SRR1400910.12645416    163    9    19120877    255    6S70M    9    19120948    70    
CTTTTTCTAGTCCTTCCTCAGTGAGAGGGAGGTACTGTTCTACCAACAGCTCTGATTTGGTGAGTGCATTTTCTAC

SRR1400910.12652323    163    9    19120877    255    9S67M    9    19123575    67    
TTTTTTTTTCTAGTTCGTCCTCAGTGAGAGGGAGGTACTGTTCTACCAACAGCTCTGATTTGGTGAGTGCATTTTC

Corresponding region:

A

Figure A-8: Two examples (A and B) of mapping artifacts, where a spurious PAS is
incorrectly placed near the exon boundary due to the A-rich regions at the beginning
of the next exon. The A/T-rich ends of the reads (red) are incorrectly soft-clipped
by the mapper. Short-read alignments are shown on the positive strand as they
appear in the BAM file.
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A.2 Supplementary tables

Online materials are available at https://zenodo.org/record/7799648.

Table A.1: PASCs distribution among different regions of protein-coding
genes.

spliced/ translated/ length PASC pA read PASC pA read

unspliced untranslated kb count, count, density, density,

1000s million per kb per kb

always
exon 3’-UTR 31135 58.0 186.87 1.86 6001.92

always
exon 5’-UTR 4976.5 0.9 0.09 0.17 17.86

always
exon ORF 27456 12.7 0.35 0.46 12.68

intron 3’-UTR 18203 2.2 1.21 0.12 66.63

intron 5’-UTR 297960 12.7 1.49 0.04 4.99

intron ORF 866167 47.0 11.40 0.05 13.16

alternative
exon 3’-UTR 7657 9.5 19.80 1.24 2585.53

alternative
exon 5’-UTR 5830.5 0.7 0.16 0.12 28.27

alternative
exon ORF 4276 2.1 0.07 0.50 17.19
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Table A.2: Fraction of polyA reads in non-UTR regions of protein-coding
genes. The polyA read density normalized to the average read coverage in exonic
and intronic regions.

spliced/
unspliced

length,
kb

pA read
density,
per Mb

total
read
density,
per bp

pA
reads
per mil
reads

always
exon 27456 12682 17686 0.717

intron 866167 13161 2199 5.986

alternative
exon 4276 17193 18831 0.913

Table A.3: iPASC types in tissues. Median values of coverage characteristics
for different iPASC types in tissues. Window coverage values 𝑤𝑒1 and 𝑤𝑖1 are in
sequenced nts per bp.

type in annotated 𝑤𝑒1/𝑤𝑒2 𝑤𝑖1/𝑤𝑒2 𝑤𝑖1/𝑤𝑖2 𝑤𝑒1 𝑤𝑖1 local

tissue expression

- FALSE 3.54 2.11 27.62 0.93 0.52 3

- TRUE 2.71 1.74 33.46 1.55 0.93 3

CTE FALSE 1.86 0.84 21.45 8.49 4.75 779.5

CTE TRUE 1.38 0.85 32.45 27.11 23.55 2800

SPI FALSE 12.58 3.00 20.89 5.95 1.46 698.5

SPI TRUE 12.19 2.96 22.92 9.28 2.13 1267

STE FALSE 11.70 5.98 22.40 14.65 5.36 1578

STE TRUE 22.73 18.20 43.88 41.45 32.97 7212

no expres. FALSE 8.03 0.73 5.40 6.69 0.57 517

no expres. TRUE 6.31 1.10 5.97 14.93 2.51 1229
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Table A.4: The list of 565,387 human polyadenylation site (PAS) from GTEx with
entropy≥ 2 and minimum overhang of 6 nucleotides.

See online materials.

Table A.5: The list of 318,898 PAS cluster (PASC)s in human protein-coding genes.

See online materials.

Table A.6: The list of 126,310 PASCs located > 200 nts away from exon boundaries
with the coverage fold change at the PASCs in GTEx tissues.

See online materials.

Table A.7: The list of 67,075 intronic PASCs in 31 tissues, the coverage fold change
at the PASCs in GTEx tissues, annotation status and categorization as CTE, STE,
or SPI.

See online materials.
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