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What is Veles? 

VELES is a Machine Learning platform that 
 
• provides machine learning and data processing services to users 
• facilitates creation of applications by non-expert users 
• was started in Mart 2013 by Samsung 
• was released as Open Source in July 2015 by Samsung 
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Veles key points 

• VELES has modular structure 

• Deep neural networks and Genetic algorithm 

• It is easy to use 

• Allows rapid development of ML applications 

• Supporting of distributed operations 

• Trained model can be exported on device  

    (DTV, Web, Cloud, Mobile) 
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Modular structure 

VELES uses modular paradigm for Quick and Easy Development of 
Machine Learning Algorithms and Models. 

Building Blocks 
(Units) 

Model (Workflow) 

VELES includes ~225 predefined elementary building blocks - Units.   
User can construct any dataflow algorithm including Neural Network model. 

Construction of Convolutional 
Neural Network 
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Veles algorithms 

Deep Neural Networks 

Fully connected NN 

Convolutional NN 

Kohonen maps 

Genetic Algorithms 

1. Deconvolution, Depooling 
2. Dropout 
3. Learning rate adjusting 
4. Activation function customizati

on 
5. Regularization (L1, L2, custom) 

Extras: 

Autoencoder NN 
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Veles algorithms 

Deep Neural Networks 
Extras: 

Convolutional Autoencoder NN 
(with pretraining of each layer and fine tuning) 

Restricted Boltzmann 
Machine (RBM) 

Long short-term memory 
(LSTM) 

1. Last Models: AlexNet, VGG 
2. Loss functions: mse, softmax 
3. Stochastic gradient descent so

lver with momentum  
4. AdaGrad/AdaDelta solvers 
5. Grouping 

Extras: 

Recurrent Neural  
Network (RNN) 
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Easy to use 

VELES provides different services to user to facilitate the application creation process, 
such as: 
• Allows using predefined models and creation of model without writing any code 
• Provides plotting service for debugging and control 
• Can be used with Ipython 
• Can automatically select best parameters for algorithm 
• Provides publishing of the results 
• … 
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Rapid training 

• VELES uses optimization with CUDA or OPENCL backends on GPU and with 
Numpy on CPU to speed up calculations. 

• Backend can be set for the entire model and for a particular unit.  
• All backends have the same interface and produce the same results as the 

calculation of single and double precision.  

… 
self.execute_kernel(self._global_size_bias,   
    self._local_size_bias, self._krn_bias_) 
… 

cuda4py 
opencl4py 

Execute CUDA/OPENCL  on GPU 

… 
__global__ void Unpack1D(const dtype *data, dtype *unpack_data, const int l
imit) { 
… 
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Distributed operations and deployment 

On 4 nodes 3-4 times FASTER!* 

* Model dependent 

VELES master 

VELES slave 

VELES slave 

VELES slave 

VELES slave 

minibatch 

minibatch 

VELES slave 
∇ Gragient 

∇ Gragient 

# of node
s 

Speedup 

1 1 

8 6.63 

20 16.575 (Expected) 

40 33.15 (Expected) 

• Any user can run the Model using parallel mode on Cluster 

• VELES has Universal system of deployment on Cluster or User’s computer.  

• You can install VELES with one command. 
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Export on device 

VELES can export trained core of Model to tar archive. Exported core can be executed 
on devices, Cloud or Web as application or service (tested on DTV, Web and Mobile).   

tar.xz  

Mobile-ready archive 

Web-based output (REST API) 
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Veles applications 

MBC (100 %) 

Channel logo recognition  

Character recognition 

Jazz 

Classical 

Pop 

Music  
files 

Music genre recognition  

Mobile user profiling 
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Veles is Open Source 
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Competitors Specific focus 

specified for images recognition 

CAFFE 

specified for large scaled applications 

TENSOR FLOW 

specified for sparse calculations and amazon services 

DSSTNE 

TORCH 

VELES 
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Future directions 

bigLITTLE Mali SRP 

Automatic support of large deep  
machine learning  
algorithms on Samsung devices 
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Thank you! 



ⓒ 2016. Samsung R&D Russia, Algorithms Lab 
17 / 17 

https://velesnet.ml/ 
https://github.com/Samsung/veles 

podoynitsinalv@gmail.com 
 

 

docs 

install 

Contacts 

https://velesnet.ml/
https://velesnet.ml/
https://github.com/Samsung/veles
https://github.com/Samsung/veles
mailto:podoynitsinalv@gmail.com
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Appendix 
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Veles history 

Implemented Building Blocks 
Concept 

Neural Networks: fully-connected, 
convolutional, encoder, auto-encoder 

84 high performance Units 

10 different Models 

New ML Algorithms: 
RBM, Kohonen map, Convolutional 
Autoencoder, Genetic optimization  

VELES Forge: Services where User 
can Download Models 

Download 

Web Frontend and GUI for 
Training & Introspection 

Models Development is even 
quicker and easier, than before 

28 predefined Models 

225 high performance Units 

4 different recognition applications 
developed 

Jazz

Classical

Pop

Music 
files

Music genre recognition 
Japanese character 

recognition

Distributed Training on Cluster: 
Data Parallel Mode 

Supports Different Backbends: 
OpenCL, CUDA, CuBlas, Numpy 

Easy Deployment on Cluster 

Slave WF

Slave WF

Slave WF

Slave WF

Cluster

Hadoop Integration with GPU  
HDFS data Loader 

New ML Algorithms: 
RNN, LSTM 

Veles is Open Source! 

        Veles ® in 2015 Veles ®  in 2014 Veles ® in 2013 

Ensembles implementation 

Publishing service 
(Markdown/HTML/

PDF/Confluence 
backbends) 

Veles with IPython 
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Comparison table  

VELES TensorFlow Torch, Caffe 

Data preprocessing/collectio
n 

Dataset Analysis & 
Validation Tool; 
Collaborative Image Marking 
Tool 

N/A  
*Requires separate tools 

N/A  
*Requires separate tools 
 

Distributed training Multi nodes, multi devices Single node, multi devices Single node, single device 

Model analysis Advanced (Web-Based 
Graphics, Report Generator) 

Advanced  (Graphical display, 
graph visualization) 

Basic (Error rate, etc) 
 

Production Web-based output (REST API
) or 
Mobile-ready archive (JNI) 

Model graph protobuf (JNI) N/A *Requires separate tools 
 

Languages Python2.7, Python3.4 C++, Python2.7 C, C++ 

Backends CUDA, OpenCL, Numpy CuDNN, BLAS CuDNN, CUDA 

GUI Web Status dashboard, Front
end, Forge, Plots, 
Logging/Events status 

Graph Visualization, Graphica
l Display, Visualization of Inc
eption training 

N/A *Requires separate tools 
 

Data/control flow paradigm + + - 

Benchmarks (AlexNet, 1 mini
batch 128x3x224x224) 

344 msec 507 msec 360 msec (R2), 149 (R3) 
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Ipython 
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Workflow example 
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Plotters (1) 
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Plotters (2) 
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Web Service 
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Frontend 
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Forge 
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Publishing 
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Logging Service 
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Veles + Hadoop 

Hadoop Cluster NO GPU 

VELES  GPU Cluster Hadoop  CPU Cluster Big Data with GPU and ML 

VELES master 

VELES slave 

VELES slave 

VELES slave 

YARN worker  

YARN worker  

YARN worker  

YARN worker  

YARN worker  

YARN worker  

YARN worker  

YARN worker  

VELES Cluster with GPU 

Discovery 

p2p Java <-> Python 
quick asynchronous reliable  

self-balancing communication 

ML Big Data 
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Imagenet 
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VelesForge 

1. Download Model from Web Service VELESForge. 

Download 

Downloaded folder contains 
workflow, loader, configurati
on file and snapshot of train
ed Model. Alex can use sna
pshot of the Model right aw
ay or can train Model from 

scratch. 

2. Open downloaded folder. 

Alex, entry level 
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Deployment 

VELES has Universal system of deployment on Cluster or User’s computer.  

You can install VELES with one command. 

Tested on Amazon, Ubuntu and Centos. 

script 

script 

tar.xz - Universal 
deb – Debian/Ubuntu 
rpm – Centos/RHEL/F
edora 

Cluster User’s PC 

script 

sudo apt-get install python3-veles 
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Graphics & Web Service 

Web based 
Status Dashboard 

Local or Web based 
Plotter Service 

Slaves nodes 

Master workflow 

Alex can easily watch how 
training process is going with 

Plotter and Web Status 
Service.  

Alex, entry level 

Alex can save all 
graphics in PDF at 
any moment of 

Training. 

http://106.109.131.111:8090/status.html
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Training the ensemble 

Veles automates the process of training ensembles.  

It consists of 3 separate steps: 

1. Train the models which are be included into the ensemble. 

2. Evaluate those models on a separate part of the dataset (this ensures that the e

nsemble does not adapt to the validation set). 

3. Train the top-level classifier on a separate part of the dataset which uses the ou

tput from step 2 as features. 

Trained Mo
del with acc
uracy 81.43

% 

Trained Mo
del with acc
uracy 83.12

% 

Trained Mo
del with acc
uracy 79.87

% 

Top-level Cl
assifier 

Result of ensemble:  
87.81% accuracy 
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Publishing the results 

User can publish the results about training process. Typical report consists of 

general information about the workflow, achieved results, data basic analytics, 

plots, run statistics, etc. 

Plots 

Data statistics 

Run statistics 


