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Outline

•Word2vec model

• Latent variable modeling

•Adaptive skip-gram (AdaGram)

•Stochastic optimization

• Large-scale training in AdaGram



Word2vec model (Mikolov2013)

• Designed for word prediction according to its context

• Transforms words to points in 255-dimensional vector space



Mathematical formulation
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This is how it should work in ideal case. The problem is with 
denominator which ensures normalization. It requires O(V) to compute 
it for each x



Hierarchical soft-max
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Semantic properties of representations



Word ambiguity



Word2vec summary



Latent variable modeling: example

• Consider the following problem

• We have a set of points generated from a Gaussian

• We need to estimate its parameters     and



Latent variable modeling: example

• Consider the following problem

• We have a set of points generated from a Gaussian

• We need to estimate its parameters     and

• Solution is simple: we estimate sample mean and variance
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Latent variable modeling: example

• Now suppose we’re given several sets of points from different 
guassians

• We need to estimate the parameters of those gaussians and their 
weights

• The problem is as easy if we know what objects were generated from 
each gaussian



Latent variable modeling: example
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Latent variable modeling: example

• Now what if we do not know what objects were generated by each 
gaussian

• Of course we could still try to use a single gaussian model…

• … but there is a better way: latent variable model!



Mixture of gaussians
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Always non-negative!
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Mixture of gaussians

Always non-negative!

Variational lower bound



EM algorithm



Benefits of EM algorithm



Multi-sense extension of skip-gram



Multi-sense extension of skip-gram



Naïve EM algorithm

Our train arrived to Waterloo at 2pm

Waterloo - ?

Station 0.76

Battle 0.21

Song 0.03



Naïve EM algorithm



Naïve EM algorithm



Stochastic optimization



Advanced techniques



Stochastic gradients



Large scale EM
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Large-scale EM
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Sketch of the final algorithm



What was not covered in this talk



Experiments: Multiple meanings

Computer is now able to assign different semantic representations to different 
occurrences of same word depending on the context



Experiments: word disambiguation
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Experiments: word disambiguation

Who won the Battle of Waterloo?

Probabilities of meanings
0.0000098
0.997716 
0.0000309
0.00207717
0.00016605

Closest words:
"sheriffmuir"
"agincourt" 
"austerlitz" 
"jena-auerstedt"
"malplaquet" 
"königgrätz" 
"mollwitz" 
"albuera" 
"toba-fushimi" 
"hastenbeck" 



Experiments: word disambiguation

Our train has departed from Waterloo at 1100pm
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Experiments: word disambiguation

Our train has departed from Waterloo at 1100pm

Probabilities of meanings
0.948032 
0.00427984 
0.000470485
0.0422029 
0.0050148 

Closest words:
"paddington"
"euston" 
"victoria" 
"liverpool"
"moorgate" 
"via" 
"london"
"street"
"central" 
"bridge" 



Downloads

• Code and documentation available

https://github.com/sbos/AdaGram.jl

• Trained models available

https://yadi.sk/d/W4FtSjA5o3jUL

• Paper available

S. Bartunov, D. Kondrashkin, A. Osokin, D. Vetrov. Breaking Sticks and 
Ambiguities with Adaptive Skip-gram. In AISTATS 2016

http://arxiv.org/abs/1502.07257

https://github.com/sbos/AdaGram.jl
https://yadi.sk/d/W4FtSjA5o3jUL
http://arxiv.org/abs/1502.07257


Conclusion

Deep learning
Stochastic

optimization

Latent
variable

modelling


